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Abstract
Agriculture, manufacturing and service sectors are the major economic sectors of a country. The long held view is that economies’ development trajectories move from agriculture to manufacturing to services. These conclusions are primarily based on the studies of developed countries. However more recent studies relating to developing countries have brought evidences that the structural transformation path is not linear as experienced by today’s developed countries. Nepal is not an exception is experiencing the waves of sector-wise structural transformation. Using time series data of the period 1975-2016 of the economy of Nepal this paper analyses the association between gross value added and service sector value added in the analytic-framework of the autoregressive distributed lag (ARDL) to cointegration. The empirical result reveal a cointegrating relationship between real gross value added and service sector value added. Result also show service sector enhancing role of education and export trade of Nepal. The paper finally draws few policy implications essential for service sector sustainability to support overall economic growth.
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1. INTRODUCTION
Economies experience changes in the structure of sectoral output and employment. “Structural change essentially refers to changes in sectoral composition of output and employment contributing to higher economic growth and increased utilisation of underutilized resources, especially labour” (Tregenna, 2015, p.6). In their influential works Fisher (1935) and Clark (1940) proposed that the development of an economy shifts from agriculture to manufacturing to services. In line with Fisher-Clark hypothesis the earlier theoretic contributions proposed a linear path of transformation in which resources, for instance labour and capital, move from agriculture sector to the manufacturing sector (Chenery, 1960; Chenery & Syrquin, 1975; Chenery, Robinson & Syrquin, 1986; Kuznets, 1966). The two sector development model devised by Lewis (1954) gives emphasis to the concept of transformation in terms of shifts in labour shares from agriculture to industry. Such transformation is sensed to be beneficial,
considering that the manufacturing sector implants larger benefits than traditional agriculture sector. In his stages of development theory Rostow (1960) brought forward the hypothesis that an economy passes from a pre-Newtonian era to the stage of high mass consumption. The long held view on structural change in the broad sectors of an economy is thus “the basic shift in the center of gravity of the economy from primary production to manufacturing and later to service” (Chenery, 1988, p.199).

More recent studies suggest that the growth of the service sector does not happen in a linear path from agriculture to manufacturing and/then to services. For instance, Eichengreen and Gupta (2013) propose that the increasing share of services in the economy occurs in two waves: during the first wave, traditional services arise at low levels of income; and a second at higher levels of income the share of services increases more and mainly includes modern services, including communication, finance, computer and business services. Considering the pattern of deindustrialisation in low-and middle-income countries, Rodrik (2016) reasons that developing countries arrive their manufacturing peak (measured as manufacturing real value added as a percent of GDP) at an earlier time which he calls ‘premature deindustrialisation’, with an increasing share of activity and employment taking place in the services sector, although at low-productivity level.

All economies whether developed or developing experience the wave of structural change in terms of change in labour employment, resource allocation and productivity.
among broad economic sectors. Structural change has been deemed crucial to developing countries “catching up” with developed countries (Tregenna, 2015). One of the ways of analyzing the changing structure of the output of an economy is to visualize trends of the size of output by grouping them in three broad sectors: the primary (agriculture and mining) sector, the secondary (manufacturing and construction) sector, and the tertiary (services) sector. The evolution in the size of the broad sector-wise real output of the economy of Nepal over the period of 1975-2016 is revealed in Figure 1.

As is obvious from Figure 1 prior to 2000 the size of output originating from the primary sector was more than the output from both the secondary and tertiary sectors. However after the year 2000 the output originating from the tertiary (services) sector is in lead of the output of the other two broad sectors. The trend of the structural change in the production activities may also be traced by looking at the output of the primary, secondary and tertiary sectors as a share of gross value added of the economy. This is shown in Figure 2.

![Figure 2: Output Shares of Broad Sectors, Nepal](chart.png)

Figure 2 reveals that the share of output originating from the agriculture sector (ShareAgri) is in continued decline while the share of output of the services sector (ShareServ) is in continued rise over the period of 1975 to 2016. But the share of output originating from the manufacturing sector (ShareManuf) of the economy is low from the start of the period and it is gradually falling after 2000. Thus there is clear-cut indication of the lead of the service sector in the broad sector-wise structural transformation in the economy of Nepal amid the declining agriculture and curiously low performance of
the manufacturing sector. From Figure 1 and 2 it appears that immediate after the year 2000 services have surpassed agriculture and manufacturing as source of economic growth in Nepal. The low and declining share of the manufacturing sector signals that some form of pre-mature deindustrialisation have set in Nepal.

Services play a crucial role different from agriculture and manufacturing in economic transformation and job creation in low income countries (LICs) but there are fewer studies that analyse the role of service sector in the context of poor countries like Nepal. As Hoekman and te Velde (2017, p.1) observe, “While much of the discussion on economic transformation centres on transforming agriculture and moving into manufacturing, services are an underexplored component of economic transformation strategies”. The study of the role of service sector in economic transformation is useful to policy-makers to update their understanding on the linkages among sectors and consider what particular actions would be worthy of priority.

On the above background this paper has two objectives: first is to analyse empirically the impact of service sector on the economic growth, and the second is to identify whether real gross domestic product (GDP) as a proxy of income would be a determinant of service sector value added in the economy of Nepal. This paper applies the method of autoregressive distributed lag (ARDL) to cointegration to analyse both the issues. To the best of this author’s knowledge such an empirical analysis on the issue has not been made in the context of a least developed country like Nepal, and in the global context too there is limited empirical evidence and the approach of ARDL is hardly used to investigate the issue. The contribution of this paper is to add empirical evidence on the impact of service sector on economic growth by bringing the case of Nepal (a least developed country) in the stage. It is worthwhile to analyse the possible linkage between service sector and GDP simultaneously than singly.

The rest of the paper is structured as follows: Section 2 reviews literature to draw conclusion on what has been done on the issue. A theoretical framework on the concepts of services and the role of services as a mechanism of growth is presented in section 3. Specification of the model is given in section 4. Section 5 contains data sources. Section 6 describes the econometric approach applied in the study. Results and discussion are given in section 7. Section 8 presents some policy implications based on the findings. Finally, section 9 offers conclusion.
2. REVIEW OF LITERATURE

There is much theoretical discussion on the effect of the service sector in the economic transformation of economies but there are limited number of empirical studies investigating the impact of service sector on the economic growth of a country. Most of the available studies are cross-sectional or panel data-based. Moreover the available studies have tested whether growth in service sector depends upon the growth of national income or growth in gross domestic product. The literature reviewed here covers studies made since the second half of the 1950s and that have at least attempted to explore the association among services, income/output or employment from macroeconomic perspectives.

To begin with, Kuznets (1957) in the analysis of the levels and trends of the shares of major industrial sectors in national product and labour force of a large number of countries concluded that the share of services in national product did not vary significantly with per capita income. Kuznets acquired a significant advance in the study of the long-run growth by measuring the structural transformation as a whole rather than dealing with each part separately. This synthesis helped in the identification of the uniform patterns of growth in demand, production, trade, and employment. Although the estimates were originally made separately from time series data for developed countries and from cross-section data for less developed countries, Kuznets’ main findings have proven to be pretty influential with regard to more comprehensive econometric analyses.

Chenery (1960) by regressing the share of services on per capita income on cross country data, found positive but an insignificant coefficient and concluded that there was no stable relationship between services and per capita income across countries. Using data of the period 1950-1970 Chenery and Syrquin (1975) regressed the service-sector share of output on per capita income and per capita income squared and concluded that the relationship was concave to the origin (the coefficient of the squared income term was negative) which implied that share of service sector increased with the rise in per capita income but at a decreasing rate.

Ansari (1995) using annual data of the period 1973-1991 from India, Pakistan and Sri Lanka tested the relevance of the secular trend and the Bacon-Elts (1978) view of structural change in these economies. The secular trend view of structural change hypotheses that society attempts to reallocate available resources in response to changing tastes and income. Accordingly when income rises higher the subsistence level, the proportion of income spent on goods falls leading to growth in the tertiary (service) sector eventually. The Bacon-Elts view understands structural change as an outcome of the rapid expansion in the public sector shifting away resources from manufacturing industrial sector in favour of services (Ansari, 1995). The results from
both the individual country analysis and the combined cross-section and time-series analysis produced support to both the secular trend and the Bacon-Eltis views. However in the study of individual country the coefficient of the government expenditure term was negative for Sri Lanka. In analysing the association among economic growth, and share of agriculture, manufacturing and services Kongsamut, Rebelo and Xie (2001) found the share of services in output to be linear in per capita income.

Gani and Clemes (2002) studied the determinants of per capita economic growth in the group of ASEAN economies using panel data from 1965 to 1994 with particular attention paid to the contribution of services to the growth of real GDP per capita. In the GDP growth regression the study included population growth, ratio of investment to GDP, primary and secondary school enrolment ratios, inflation rate, and share of service sector in the GDP. In the regression of the service sector growth the prime regressors were growth of real output, growth of manufacturing sector, growth in real exports, growth in imports, and government expenditure on infrastructure. Estimation results of a structural per capita growth equation revealed that growth of services exerts a statistically significant positive effect on the overall economic growth in the panel of countries. In addition, the results substantiate a strong positive influence of growth in manufacturing and government spending on service sector growth. Moreover, services also showed a spillover effect on manufacturing. Ghani (2010) in a cross country growth regression found that both service and manufacturing sectors are important to GDP growth but that the service sector has a stronger correlation with overall growth than the manufacturing sector.

Eichengreen and Gupta (2013) use panel data and regress the percentage share of services in the GDP upon four powers of log of per capita income (linear, squared, cube and quartic), interaction terms, trade share, share of urban population, and age dependency ratio. Empirical results showed two tendencies: the first tendency is the growth of traditional services in countries with relatively low levels of income, and the second tendency is the increase in modern services in countries with relatively higher level of per capita income. The study also documented the occurrence of the second tendency in countries at lower income levels after 1990 that were more democratic, open to trade, and close to global financial centres.

3. THEORETICAL FRAMEWORK
This section introduces concept of services and highlights the role of the service sector in economic growth, employment creation, and productivity changes.

Concept of Services
The task of defining services remains tough as service sector comprises of a large variety of economic activities. In the words of Riddle and Sours (1984, p.191), “Services
are primarily processes of potential benefits to the consumer, rather than tangible objects for which the consumer receives ownership title”. World Bank (2009) mentions two categories of services: traditional personal services and modern impersonal services. Traditional personal services comprise what Baumol (1985) calls “stagnant personal services” such as trade, hotel, restaurant, beauty shops, barbers, education, and health. These services often need direct interaction, and the use of information and communication technology (ICT) in them is limited. Traditional services also consist of “stagnant impersonal services” such as transport, government, and public administration services. Stagnant personal and stagnant impersonal services benefit less from ICT and technological changes, even though there is space for improving their productivity with the use of technology, for example, increased use of ICT in retail and wholesale business and government services (World Bank, 2009). Stagnant services suffer from “cost disease” and rising prices because productivity growth in these sectors falls behind the rest of the economy (Baumol, 1967, 2001; Baumol, Blackman, & Wolff, 1989).

Modern impersonal services include what Baumol (1985) calls “progressive impersonal services”. This category includes communication, banking, insurance, and business related services. These services take advantage of ICT, globalization, scale economies, and benefit from higher productivity growth rates.

Singlemann (as cited in Riddle & Sours, 1984) categories services into four groups: (i) distributive services which include transportation, communication and trade, (ii) producer services which include banking and real estate, infrastructure industries essential for economic growth and development, and professional consultative services rendered to businesses, (iii) social services comprising of governmental and quality of life services that provide health, education or welfare services, and (iv) personal services which include recreation, lodging, food, and repairs that were once produced within the household and have become specialized market products with the increase in urbanisation.

**Role of Services in Economic Transformation**

Service sector of an economy is contributory in the economic development and growth from several angles. The conclusion reached by Riddle (1986,p.26) on the role of services in an economy is that, “Services are the glue that holds the economy together, the industries that facilitate all economic transactions, and the driving force that stimulates the production of goods”. Services sector contributes in the production of a nation’s output and creation of employment, and also provides necessary inputs (e.g., logistic, energy, financial, or information and communication technology services) for the rest of the economy. The state of adequacy and efficiency of the service sector of an
economy has impact on the investment climate which is a basic determining factor of economic growth and development. Some service sectors such as health, education, water and sanitation are also directly relevant to achieving social development objectives. Services contribute in the economic transformation of a country which include moving labour between sectors, improving factor productivity, diversifying foreign trade, among others.

In today’s world partly because of the revolution in information and communication technology (ICT) services are increasingly used as intermediate inputs in production in the form of business services with great benefits for productivity and quality throughout the economy (Fixler & Siegel, 1999; Greenhalg & Gregory, 2001; Oulton, 2001). Literature documents that service sector in a developing country affects the economy’s economic transformation through its three broad effects (International Finance Corporation (IFC), 2013; Jouanjean, Mendez-Parra & te Velde, 2015; Balchin et al., 2016) :(i) direct impact (employment, exports, GDP), (ii) indirect impacts through input-output analysis (jobs and output in supplier industries), and (iii) second round effects (e.g., productivity effects and forward linkages). A general framework architected by Khanna, Papadavi, Tyson and te Velde (2016) for revealing the contribution of the services sector to employment and output for the economy of Kenya is shown in Table 1.

Table 1 highlights that different services sector have different impact in employment generation, output creation and export earnings. For example, sectors like retail trade, accommodation and, in part, health and education, seem important in creating jobs for less to medium-skilled workers whereas finance and insurance, professional services sectors appear to be favourable for skilled workers. Service sectors like education, finance and insurance, real estate, transport and storage, wholesale and retail trade tend to be main parts of GDP while others are less important contributors to GDP directly. In the context of export earnings sectors such as information and communication technology (ICT), finance, transport, and accommodation can contribute more but sectors like public administration and health and education cannot add in most countries. Sectors for instance accommodation, retail and transport can also have important impacts on suppliers. ICT, finance, and transport sectors can have important effect on the economy-wide productivity in the medium run but real estate and accommodation sectors can have no impact, and health and education sectors show their impact only in the very long run (Balchin et al, 2016). Thus it is obvious that there is heterogeneity in the way different types of services contribute to economic transformation of a country.
### Table 1: Effects of Services on Economic Transformation: Conceptual Pathways

<table>
<thead>
<tr>
<th>Sector</th>
<th>Direct Effects</th>
<th>Indirect Effects (Static and dynamic)</th>
<th>Induced/Productivity Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jobs (skilled, medium or low-skilled workers)</td>
<td>Exports</td>
<td>GDP</td>
</tr>
<tr>
<td>Accommodations and Restaurant</td>
<td>Important for skilled jobs</td>
<td>Important export revenues</td>
<td>High in certain developing countries</td>
</tr>
<tr>
<td></td>
<td>Important for medium-skilled employment (e.g., teachers)</td>
<td>Less important apart from a few countries</td>
<td>Relatively high share</td>
</tr>
<tr>
<td>Education</td>
<td>Important for medium-skilled employment (e.g., teachers)</td>
<td>Potentially a major source of exports and capital inflows</td>
<td>High (around 10% of GDP)</td>
</tr>
<tr>
<td>Finance and Insurance</td>
<td>Important especially for skilled workers</td>
<td>Medium (mostly less than 10% of GDP)</td>
<td>Mostly forward linkages</td>
</tr>
<tr>
<td>Health</td>
<td>Important for medium-skilled employment (e.g., nurses)</td>
<td>Less important, apart from a few countries</td>
<td>Relatively low share</td>
</tr>
<tr>
<td>Information and communication</td>
<td>Important especially for skilled workers</td>
<td>Potentially a major source of exports and capital inflows</td>
<td>Medium-high in developing countries</td>
</tr>
<tr>
<td>Public administration</td>
<td>Important for low-medium-skilled workers</td>
<td>Insignificant</td>
<td>Medium-high in developing countries</td>
</tr>
<tr>
<td>Real estate</td>
<td>Very few jobs</td>
<td>Not important</td>
<td>Important share of GDP</td>
</tr>
<tr>
<td>Transport and storage</td>
<td>Potentially important (e.g., truck drivers)</td>
<td>Important share of GDP</td>
<td>Important share of GDP</td>
</tr>
<tr>
<td>Wholesale and retail</td>
<td>Important for less to medium skills</td>
<td>Less important for most developing countries</td>
<td>Important share of GDP</td>
</tr>
</tbody>
</table>

4. SPECIFICATION OF MODEL

The specification begins with the assumption that the level of real GDP is primarily a function of the level of factor supplies. The key variables used in the exact specification are mostly the main conventional variables used in cross-country and country specific growth regressions (for example, Altug, Filiztekin, & Pamuk, 2008; Gani & Clemes, 2002; Jalil & Idrees, 2013; Mankiw, Romer, & Weil, 1992; Rao & Vadlamannati, 2010; Senhadji, 2000). Therefore drawing upon the literature reviewed and the theoretical framework presented under the “role of services in economic transformation”, growth model (1) is used for the first objective of the study:

\[ \ln GDP_t = \alpha_0 + \alpha_1 \ln GFCF_t + \alpha_2 \ln HCL_t + \alpha_3 \ln SERV_t + \varepsilon_t \]  

(1)

where GFCF is gross fixed capital formation, a proxy measure of capital stock, a conventional input entered in economic growth model; HCL is education-centric human capital adjusted measure of labour force; SERV is service sector gross output; \( \ln \) is shorthand of natural logarithm, \( \varepsilon \) is the stochastic error term, and \( t \) is an index of time. The natural logarithm transformation of the variable allows to capture the elasticities of the variables by their associated coefficients.

Drawing upon Chari, Kehoe and McGrattan (1997), Hall and Jones (1999), and Senhadji (2000) this paper has picked the level of the variables rather than their first differences or growth rates. Chari et al analyse levels of economic performance among countries. Particularly in economic growth literature Hall and Jones (1999), and Senhadji (2000) argue in favour of level relation among macroeconomic variables. Senhadji brings the cointegration literature in the context to state that much more is known about the long-run than the short-run relationship between macroeconomic variables. The cointegration literature has demonstrated the superiority of level equation as opposed to first-difference when series are nonstationary; the first difference operator removes all the long-run information in the data. Senhadji further reasons that the business cycle frequencies of the production process may be dominated by differences in capacity utilization factors that are difficult to measure especially for developing countries. The growth study of Easterly, Kremer, Pritchett and Summers (1993) shows that growth rates over decades are only weakly correlated, suggesting that country differences in growth rates may in essence be transitory.

Since the time series of capital stock of the economy of Nepal is not available, this study employs gross capital formation as a proxy of capital stock. Due to the unavailability of time series on employment the size of the labour force is proxied by the estimated number of economically active population which is then scaled by the variable ‘school enrollment’ as a fraction of estimated number of total population. Thus the variable
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HCL is a blending of Solow (1956) type of neoclassical growth model and the Lucas-Romer (Lucas, 1988; Romer, 1990) class of new/endogenous growth theories. Service sector output is entered as a structural variable. Service sector affects the level of GDP directly being a part of total value added and indirectly via influencing efficiency and productivity of economic activities.

This study also aims to know whether services have a nature to depend on the level of income as claimed by the ‘hierarchy of needs hypothesis’. Therefore for the second objective of this study service sector value added is hypothesised to depend upon the domestic income level proxied by the level of real GDP. For this the service output is regressed on the log of real GDP along with other control variables as specified in the core model (2):

$$\ln\text{SERV}_t = \beta_0 + \beta_1 \ln\text{GDP}_t + \beta_2 \ln X_t + \beta_3 \ln M_t + \beta_4 \ln G_t + \beta_5 \ln HCL_t + \nu_t$$

where \(\ln X\) is the natural log of the level of real exports, \(\ln M\) is the natural log of the level of real imports, \(\ln G\) is the natural log of government’s capital expenditure in real terms, and \(\nu\) is the stochastic error term. The government expenditure variable is included following Bacon-Eltis’s (1978) interpretation of the structural change. The Bacon-Eltis view perceives structural change as the outcome of rapid expansion of the public sector.

The export (\(\ln X\)) variable is included because the link of the domestic economy to the international economy may have a positive effect on service sector growth inasmuch as it introduces greater degree of competition, keeps the economy linked with the newest technological developments and leads to higher levels of investment. Consequently it can enhance efficiency and productivity of the domestic services sector. The import variable (\(\ln M\)) is also captured in the specification because it is an important means of supplying crucial inputs as well as rising the level of technology, and it is anticipated to have a positive effect on productivity growth in the service sector.

5. DATA

The data used in this study are compiled from different secondary sources. The data on GDP, and sectoral output are taken from the national account data prepared by the Central Bureau of Statistics (CBS), Government of Nepal and Economic Surveys of several years published by Ministry of Finance, Government of Nepal. The data on the export and import trade of Nepal are extracted from the Quarterly Economic Bulletins published by Nepal Rastra Bank, the Central Bank of Nepal. The data on gross fixed capital formation (GFCF) are taken from Economic Surveys of several years.
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published by Ministry Finance, Government of Nepal. The data on government capital expenditure, GDP deflator, and school level total enrollment (from grade 1 to 10) are also compiled from Economic Survey of fiscal years 2010/11 (Volume II), 2012/13 and 2016/17 published by Ministry of Finance, Government of Nepal. Current price data of GDP, broad sector-wise output (value added), export, import, GFCF, and government capital expenditure are transformed into real term by deflating them by the implicit GDP deflator of base year 2001.

The time series data on total population and economically active population of Nepal are not available. So they are interpolated and extrapolated by using the constant growth rates of the inter-census data of the years 1971, 1981, 1991, 2001 and 2011. The sample period of analysis is 1975-2016.

6. ECONOMETRIC METHOD

To analyse whether a cointegrating relation exists in the models specified in equations (1) and (2), this paper uses the autoregressive distributed lag (ARDL) approach to cointegration propounded by Pesaran and Shin (1999) and Pesaran, Shin and Smith (2001). Conventional methods of estimating cointegrating relationships, such as Engle-Granger (1987) or Johansen’s (1991, 1995) method, or single equation methods such as Fully-Modified ordinary least squares method (FM-OLS) of Phillips and Hansen (1990), or Dynamic ordinary least squares (DOLS) method of Stock and Watson (1993), require all variables to be I(1). The ARDL approach to cointegration has the advantage that the variables in the cointegrating relationships can be either I(0) or I(1) or a mix of both. In addition Pesaran and Shin remark that unlike other methods of estimating cointegrating relationships, the ARDL representation does not require symmetry of lag lengths; each variable can have a different number of lag terms.

An autoregressive distributed lag (ARDL) is a least squares regression consisting of lags of the dependent and explanatory variables as regressors (Greene, 2008). ARDLs are usually denoted with the notation ARDL(p,q1,···,qk), where p is the number of lags of the dependent variable, q1 is the number of lags of the first explanatory variable, and qk is the number of lags of the kth explanatory variable. Following Pesaran and Pesaran (2009) and Pesaran, Shin and Smith (2001) an augmented ARDL(p,q1,q2,···,qk) model can be inscribed as follows:

\[
\alpha(L, p)Y_t = \sum_{i=1}^{k} \gamma_i(L,q_i)X_{it} + \lambda' W_t + \epsilon_t
\]

(3)

Where, \( \alpha(L, p) = 1 - \alpha_1 L - \alpha_2 L^2 - \cdots - \alpha_p L^p \),

(4)

\[ \gamma_i(L,q_i) = \gamma_{i0} + \gamma_{i1} L + \gamma_{i2} L^2 + \cdots + \gamma_{iq_i} L^{q_i}, i = 1, 2, \ldots, k \]

(5)
Y_t is the dependent variable, X_{it} is the i explanatory variable, L is a lag operator such that LY_t = Y_{t-1}. W_t is a SX1 vector of deterministic variables including intercept term, seasonal dummies, time trends or exogenous variables with fixed lags, and ε is stochastic error term.

Some of the explanatory variables, X_{it}, may have no lagged terms in the model (q_i = 0). These variables are called static or fixed regressors. Explanatory variables with at least one lagged term are called dynamic regressors. In the ARDL method the optimum lags are selected following the famous Akaike Information Criteria (AIC) or the Schwarz Bayesian Criteria (SBC) or the Hannan-Quinn Criteria (HQC). Then the long-run coefficients and their asymptotic standard error are calculated for the selected ARDL model. Following Pesaran and Pesaran (2009) the long-run coefficients for a response of Y_t to a unit change in X_{it} are estimated by

\[ \omega_i = \frac{\tilde{\gamma}_i(1,\tilde{q}_i)}{\tilde{\alpha}(1,\tilde{p})} = \frac{\tilde{\gamma}_{i0} + \tilde{\gamma}_{i1} + \ldots + \tilde{\gamma}_{i,q_i}}{1 - \tilde{\alpha}_1 - \tilde{\alpha}_2 - \ldots - \tilde{\alpha}_{\tilde{p}}}, \quad i = 1,2,\ldots,k \]  

where \( \tilde{p} \) and \( \tilde{q}_i, i=1,2,\ldots,k \) are the selected (estimated) values of p and q_i , i=1,2,\ldots,k.

According to Pesaran and Pesaran (2009) the long-run coefficients related to the deterministic/exogenous variables with fixed lags are estimated by:

\[ \tilde{\pi} = \frac{\tilde{\lambda}(\tilde{p},\tilde{q}_1,\tilde{q}_2,\ldots,\tilde{q}_k)}{1 - \tilde{\alpha}_1 - \tilde{\alpha}_2 - \ldots - \tilde{\alpha}_{\tilde{p}}} \]  

Where \( \tilde{\lambda}(\tilde{p},\tilde{q}_1,\tilde{q}_2,\ldots,\tilde{q}_k) \) denotes the OLS estimates of \( \lambda \) in equation (3) for the selected ARDL model.

The error correction model (ECM) related to the ARDL(\( \tilde{p},\tilde{q}_1,\tilde{q}_2,\ldots,\tilde{q}_k \)) model can be obtained by writing equation (3) in terms of the lagged levels and the first differences of Y_t, X_{1t}, X_{2t},...,X_{kt} and W_t (Pesaran & Pesaran, 2009). Thus,

\[ \Delta Y_t = -\alpha(1,\tilde{p})ECT_{t-1} + \sum_{i=1}^{k} \gamma_{i0} \Delta X_{it} + \lambda' \Delta W_t - \sum_{j=1}^{\tilde{p}-1} \alpha_j^* \Delta Y_{t-j} - \sum_{i=1}^{k} \sum_{j=1}^{\tilde{q}_i-1} \gamma_{ij}^* \Delta X_{i,t-j} + v_t \]  

where ECT_t is the error correction term defined by: ECT_t = Y_t - \sum_{i=1}^{k} \tilde{\omega}_i X_{it} - \tilde{\pi} W_t  

It is relevant to remember that \( \alpha(1,\tilde{p}) = 1 - \tilde{\alpha}_1 - \tilde{\alpha}_2 - \ldots - \tilde{\alpha}_{\tilde{p}} \), and it measures the numerical worth of the error correction term. The remaining coefficients \( \alpha_j^* \) and \( \gamma_{ij}^* \) have to do with the short-run dynamics of the model’s convergence to equilibrium (Pesaran & Pesaran, 2009).
Accordingly the error-correction version of equation (1) is sketched out by the following equation:

$$\Delta \ln \text{GDP}_t = \lambda_0 + \sum_{j=1}^{n_1} \phi_j \Delta \ln \text{GDP}_{t-j} + \sum_{j=1}^{n_2} \beta_j \Delta \ln \text{GFCF}_{t-j} + \sum_{j=1}^{n_3} \gamma_j \Delta \ln \text{HCL}_t + \sum_{j=1}^{n_4} \omega_j \Delta \text{SERV}_t$$

$$+ \delta_1 \ln \text{GDP}_{t-1} + \delta_2 \ln \text{GFCF}_{t-1} + \delta_3 \ln \text{HCL}_{t-1} + \delta_4 \text{SERV}_{t-1} + \xi_t$$

(10)

where \(n_1, n_2, n_3, \text{and } n_4\) are the lags of the first-differenced variables.

In the ARDL model outlined by equation (10) first the null hypothesis of no cointegration (i.e., \(H_0: \delta_1 = \delta_2 = \delta_3 = \delta_4 = 0\)) is tested against the alternative (i.e., \(H_1: \delta_1 \neq 0, \delta_2 \neq 0, \delta_3 \neq 0, \delta_4 \neq 0\)) using the F-test which are automated in Softwares like Microfit 5 and more recent version of Eviews that deal with the ARDL equations of cointegration. The rule is that if the calculated F-statistic lies above the upper level of the band, the null hypothesis of no cointegration is rejected. If the estimated F-statistic falls below the lower level of the band, the null cannot be rejected. In applying the F-test, it is required to decide the number of lags to be imposed on the first-differenced variables because the results are a bit sensitive to the order of lags.

Following Seetanah (2008) and Tang (2003) this study uses a lag order of one to save the degree of freedom in the analysis. After ascertaining the presence of cointegration in the first step, the second step of the ARDL approach to cointegration involves the estimation of the short-run and long-run parameters.

Similarly the error-correction version of equation (2) is as outlined in equation (11):

$$\Delta \ln \text{SERV}_t = \mu_0 + \sum_{i=1}^{s_1} \pi_i \Delta \ln \text{SERV}_{t-i} + \sum_{i=1}^{s_2} \theta_i \Delta \ln \text{GDP}_{t-i} + \sum_{i=1}^{s_3} \phi_i \Delta \ln \text{X}_{t-i} + \sum_{i=1}^{s_4} \gamma_i \Delta \ln \text{M}_{t-i} + \sum_{i=1}^{s_5} \omega_i \Delta \ln \text{G}_{t-i}$$

$$+ \sum_{i=1}^{s_6} \psi_i \Delta \ln \text{HCL}_{t-i} + \eta_1 \ln \text{SERV}_{t-1} + \eta_2 \ln \text{GDP}_{t-1} + \eta_3 \ln \text{X}_{t-1} + \eta_4 \ln \text{M}_{t-1} + \eta_5 \ln \text{G}_{t-1}$$

$$+ \eta_6 \ln \text{HCL}_{t-1} + \zeta_t$$

(11)

where \(s_1, s_2, s_3, s_4, s_5\) and \(s_6\) are the lags of the first-differenced variables.

In the ARDL model outlined in equation (11) first of all the null hypothesis of no cointegration (i.e., \(H_0: \eta_1 = \eta_2 = \eta_3 = \eta_4 = \eta_5 = \eta_6 = 0\)) is tested against the alternative (i.e., \(H_1: \eta_1 \neq 0, \eta_2 \neq 0, \eta_3 \neq 0, \eta_4 \neq 0, \eta_5 \neq 0, \eta_6 \neq 0\)) using the F-test which are automated in Softwares like Microfit 5 and more recent version of Eviews that estimate the ARDL equations of cointegration. Thus following Pesaran, Shin and Smith (2001),
cointegration can be expected if the long-run coefficients of all lagged level variables are jointly significant.

7. RESULTS AND DISCUSSION

Unit Root Test
The ARDL approach to cointegration is applicable irrespective of whether the regressors are I (0), I (1), or even integrated of the same order or mutually cointegrated. Therefore, before applying this method of cointegration, one has to test for the order of integration of all variables using the unit root tests to be sure that none of the variables are integrated of order 2 or beyond (Ouattara, 2004) because in the presence of I (2) variables the computed F-statistic provided by Pesaran, Shin and Smith (2001) are not valid and the given F-statistic cannot be interpreted. Therefore to test unit root in the time series of the study this study used the augmented Dickey-Fuller (ADF) unit root test (Dickey & Fuller, 1979, 1981). The ADF equation for the unit root up to the pth autoregressive lag, $\text{AR}_p$, is specified as:

$$
\Delta Y_t = \lambda + \phi t + \delta Y_{t-1} + \beta_1 \Delta Y_{t-1} + \beta_2 \Delta Y_{t-2} + \ldots + \beta_p \Delta Y_{t-p} + u_t, \quad (\delta = \sigma - 1)
$$

where $Y$ is a time series under investigation; $\Delta$ is a difference operator; $\lambda$ is the intercept term; $\delta$ is the coefficient of one period lagged $Y$; $\beta_1, \beta_2, \ldots, \beta_p$ are the coefficients of the lagged changes of the variable $Y$; $\phi$ is the coefficient of the time trend $t$, and $u_t$ is the usual white noise error term.

The ADF equation for a unit autoregressive root given in equation (12) tests the null hypothesis that $H_0: \delta = \sigma - 1 = 0$ against the one-sided alternative $H_1: \delta < 0$ by applying OLS regression method. Under the null hypothesis, $Y_t$ has a unit root (i.e., $Y_t$ is nonstationary, it has a stochastic trend); under the alternative hypothesis $Y_t$ is stationary (does not contain stochastic trend). ADF unit root test was performed on all the variables $\ln\text{GDP}$, $\ln\text{SERV}$, $\ln\text{GFCF}$, $\ln\text{HCL}$, $\ln\text{X}$, $\ln\text{M}$, and $\ln\text{G}$ used in the empirical analysis. The ADF test indicated that none of the variables were integrated of order two, I (2). This allowed the use of the ARDL approach to cointegration (NB: For the preservation of space the results of the ADF unit root test are not presented here).

Cointegration Test
The first part of this sub-section analyses the ARDL cointegration test result on the impact of service sector in the economic growth of Nepal. The result of the first step of the ARDL approach to cointegration of equation (1) is given in Table 2.
Table 2: ARDL Bounds Test; Dependent Variable is lnGDP

Sample (adjusted): 1976-2016 (Included observations: 41 after adjustment)
Maximum dependent lags: 1 (Automatic selection); Model selection method: Akaike info criterion (AIC)
Dynamic regressors (1 lag, automatic): lnGFCF lnHCL lnSERV; Fixed regressors: C(Intercept)
Selected Model: ARDL(1, 0, 0, 0); Null Hypothesis: No long-run relationships exist

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Value</th>
<th>Regressors(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>18.14</td>
<td>3</td>
</tr>
</tbody>
</table>

Critical Value Bounds

<table>
<thead>
<tr>
<th>Significance</th>
<th>I(0) Bound</th>
<th>I(1) Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>2.37</td>
<td>3.20</td>
</tr>
<tr>
<td>5%</td>
<td>2.79</td>
<td>3.67</td>
</tr>
<tr>
<td>1%</td>
<td>3.65</td>
<td>4.66</td>
</tr>
</tbody>
</table>

Source: Author’s estimation

As the computed F-statistic of size 18.14 is greater than the upper bound based on conventionally used significance levels (1%, 5%, and 10%), the null hypothesis of no cointegration is rejected in favour of the alternative hypothesis that there exists long-run association in the time series. The estimates of the short-run and long-run coefficients of the model are given in Table 3.

Table 3: ARDL Cointegrating and Long Run Form

Dependent Variable: lnGDP
Selected Model: ARDL(1, 0, 0, 0)
Sample: 1975-2016 (Included observations: 41)

Cointegrating Form

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆lnGFCF</td>
<td>0.387</td>
<td>0.153</td>
<td>2.524</td>
<td>0.016</td>
</tr>
<tr>
<td>∆lnHCL</td>
<td>0.008</td>
<td>0.160</td>
<td>0.047</td>
<td>0.963</td>
</tr>
<tr>
<td>∆lnSERV</td>
<td>0.342</td>
<td>0.185</td>
<td>1.848</td>
<td>0.073</td>
</tr>
<tr>
<td>ECM(-1)</td>
<td>-0.349</td>
<td>0.054</td>
<td>-6.512</td>
<td>0.000</td>
</tr>
</tbody>
</table>

ECM = lnGDP - (1.491lnGFCF + 0.121lnHCL + 0.640lnSERV - 14.095)

Long Run Coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnGFCF</td>
<td>1.491</td>
<td>0.367</td>
<td>4.065</td>
<td>0.000</td>
</tr>
<tr>
<td>lnHCL</td>
<td>0.121</td>
<td>0.278</td>
<td>0.434</td>
<td>0.667</td>
</tr>
<tr>
<td>lnSERV</td>
<td>0.640</td>
<td>0.377</td>
<td>1.699</td>
<td>0.098</td>
</tr>
<tr>
<td>C</td>
<td>-14.095</td>
<td>2.118</td>
<td>-6.655</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Source: Author’s estimation
As regard to the short-run estimates, the one period-lagged error-correction term ($\text{ECT}_{t-1}$) comes with expected negative sign and is statistically significant (at higher level of probability precision) in the GDP equation supporting the existence of long-run relationship. Negative and statistically significant coefficient of $\text{ECT}_{t-1}$ suggests that the time series are non-explosive and they adjust to the long-run equilibrium. As the coefficient of $\text{ECT}_{t-1}$ is -0.349, it suggests that after disequilibrium the speed of adjustment to the equilibrium is about 34.9 percent per year; it takes around 3 years to converge to the long-run equilibrium.

The short-run coefficient of GFCF ($\Delta \ln \text{GFCF}$) is positive and statistically significant at 0.016 probability level. This suggests the positive role of capital formation in the growth of output. The size of coefficient of the variable ‘$\Delta \ln \text{GFCF}$‘ is 0.387 which would mean that other things remaining constant GDP would increase by about 0.39 percent if GFCF increases by 1 percentage point. The coefficient of the education-scaled labour force ($\Delta \ln \text{HCL}$) is positive but statistically insignificant at the conventional level of significance. This would suggest that all else holding constant the labour force of the country polished by the level of school education is weak in increasing the level of real GDP. In a study of the cross-section growth Pritchett (2001) offered three explanations for the weak and negative effect of education on economic growth. First, the institutional/governance background could have been sufficiently unhealthy that the accumulation of educational capital lowered economic growth. Second, marginal returns to education could have fallen rapidly with the expansion of educated labour force amid its stagnant demand. Third, if quality of education is low it does not produce skillful human capital that would contribute to growth. Hanushek and Woessmann (2007) emphasise that quality of education matters even more for growth than quantity. The education variable (school level enrollment ratio) used in this study is a quantity measure of education.

The short-run coefficient of the service sector value added ($\Delta \ln \text{SERV}$) is positive as expected and statistically significant at the probability level of 0.073 (at 7.3 % < 10%). The positive coefficient of size 0.342 means that by holding constant other variables affecting GDP growth if services sector gross value added increases by 1 percentage point, overall real GDP would increase by about 0.34 percentage point. As pointed out in the conceptual framework part service sector contributes the growth and transformation of an economy (i) through direct impact (employment, exports, GDP), (ii) indirect impacts through input-output analysis (jobs and output in supplier industries), and (iii) second round effects (e.g., productivity effects and forward linkages).
In the long-run estimates capital as a conventional type of input has positive and statistically significant effect on economic growth. The coefficient size of the variable ‘lnGFCF’ is slightly greater than 1 which would suggest that other things remaining constant if real gross fixed capital formation increases by 1 percentage point real GDP would rise by about 1.49 percentage point. The possible explanation for this may be that least developed countries like Nepal are capital-shortage economies and hence the increase in real capital stock through gross fixed capital formation would bring big increase in output; it may be that capital is used more efficiently to increase the productivity. The long-run estimate shows positive coefficient of the variable ‘lnSERV’ which is statistically significant at the p-value of 0.098 (9.8% < 10 %). The size of coefficient of ‘lnSERV’ is 0.640 which would mean that all else being equal the increase in service sector value added by 1 percentage point would help increase the level of GDP of Nepal by about 0.64 percentage point. The possible explanation for the positive impact of the service sector on economic growth are spread in the introduction, literature review and theoretical framework of this study.

In the long-run estimate too, the positive coefficient of the education-scaled labour force (lnHCL) is not statistically significant. The explanation for this result are the same as offered in the case of short-run estimates.

The validity of the estimated coefficients is confirmed by employing relevant diagnostic checks such as the Breusch-Godfrey (BG) Lagrange Multiplier (LM) tests for serial correlation, Breusch-Pagan-Godfrey test for heteroskedasticity, and Ramsey Regression Error Specification Test (RESET) for model misspecification. The diagnostic test results of the selected ARDL model is given in Table 4.

<table>
<thead>
<tr>
<th>Table 4 : Diagnostic Test of Selected Model: ARDL (1, 0, 0, 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramsey RESET Test</td>
</tr>
<tr>
<td>t-statistic</td>
</tr>
<tr>
<td>F-statistic</td>
</tr>
<tr>
<td>Breusch-Godfrey Serial Correlation LM Test (2 lags of residual)</td>
</tr>
<tr>
<td>Obs R-squared</td>
</tr>
<tr>
<td>Heteroskedasticity Test: Breusch-Pagan-Godfrey</td>
</tr>
<tr>
<td>Obs R-squared</td>
</tr>
<tr>
<td>Scaled explained SS</td>
</tr>
</tbody>
</table>

Source: Author’s calculation

The model fairly passes econometric pathology tests as the probability value (p-value) of the tests reported in Table 4 are greater than 5 percent level. Finally the CUSUM plot of Figure 3 confirms the stability of the estimated parameters.
In the plot the CUSUM curve stays within the upper and lower bands at 5 percent level of significance. This suggests that long-run and short-run parameters of the selected ARDL model are stable and produce reliable estimation.

Effect of GDP on Service Sector Growth
This study has also tested whether real GDP has any significant impact on the services sector output. The result of the first step test of cointegration of specification (2) is given in Table 5.

Table 5: ARDL Bounds Test; Dependent Variable: lnSERV

| Sample(adjusted): 1976-2016 (Included observations: 41 after adjustment) |
| Maximum dependent lags: 1 (Automatic selection) |
| Model selection method: Akaike info criterion (AIC) |
| Dynamic regressors (1 lag, automatic): lnGDP lnX lnM lnG lnHCL |
| Fixed regressors: C(Intercept) |
| Selected Model: ARDL(1, 0, 0, 0, 1, 0) |
| Null Hypothesis: No long-run relationships exist |

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Value</th>
<th>Regressors(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>6.44</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Critical Value Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance</td>
</tr>
<tr>
<td>10%</td>
</tr>
<tr>
<td>5%</td>
</tr>
<tr>
<td>1%</td>
</tr>
</tbody>
</table>

Source: Author’s estimation
The result of the first step test indicates that the computed F-statistic of size 6.44 is fairly greater than the upper bound at 5 percent level of significance. So the null hypothesis of no cointegration in the model is rejected in favour of the alternate hypothesis of the existence of cointegration.

After deciding the presence of cointegration in the model, the second step of the ARDL bound testing approach involves the estimate of the short-run and long-run coefficients. The results are given in Table 6.

**Table 6: ARDL Cointegrating and Long Run Form**

<table>
<thead>
<tr>
<th>Cointegrating Form</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆lnGDP</td>
<td>0.338</td>
<td>0.069</td>
<td>4.876</td>
<td>0.000</td>
</tr>
<tr>
<td>∆lnX</td>
<td>0.151</td>
<td>0.049</td>
<td>3.083</td>
<td>0.004</td>
</tr>
<tr>
<td>∆lnM</td>
<td>-0.141</td>
<td>0.109</td>
<td>-1.289</td>
<td>0.206</td>
</tr>
<tr>
<td>∆lnG</td>
<td>0.016</td>
<td>0.047</td>
<td>0.340</td>
<td>0.736</td>
</tr>
<tr>
<td>∆lnHCL</td>
<td>0.226</td>
<td>0.100</td>
<td>2.253</td>
<td>0.031</td>
</tr>
<tr>
<td>ECT(-1)</td>
<td>-0.502</td>
<td>0.146</td>
<td>-3.439</td>
<td>0.002</td>
</tr>
</tbody>
</table>

ECT = lnSERV – (0.522lnGDP + 0.144lnX -0.325lnM -0.121lnG + 0.322lnHCL+ 9.598)

<table>
<thead>
<tr>
<th>Long Run Coefficients</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnGDP</td>
<td>0.522</td>
<td>0.071</td>
<td>7.303</td>
<td>0.000</td>
</tr>
<tr>
<td>lnX</td>
<td>0.144</td>
<td>0.050</td>
<td>2.865</td>
<td>0.007</td>
</tr>
<tr>
<td>lnM</td>
<td>-0.325</td>
<td>0.134</td>
<td>-2.431</td>
<td>0.021</td>
</tr>
<tr>
<td>lnG</td>
<td>-0.121</td>
<td>0.067</td>
<td>-1.799</td>
<td>0.081</td>
</tr>
<tr>
<td>lnHCL</td>
<td>0.322</td>
<td>0.136</td>
<td>2.366</td>
<td>0.024</td>
</tr>
<tr>
<td>C</td>
<td>9.598</td>
<td>1.127</td>
<td>8.513</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Source: Author’s estimation*
In the estimates of the short-run, the one period-lagged error-correction term ($ECT_{t-1}$) comes with expected negative sign and is statistically significant at the p-value of 0.002 supporting the existence of long-run relationship in the model. Negative and statistically significant coefficient of $ECT_{t-1}$ suggests that the time series are non-explosive and they adjust to the long-run equilibrium. The size of the coefficient of $ECT_{t-1}$ which measures the speed of adjustments to the long-run equilibrium is -0.502; it suggests that convergence to the long-run equilibrium takes around 2 years (at an annual rate of about 50 percent).

In both the short-run and long-run estimates the coefficient of the real GDP variable is positive and statistically significant at higher level of significance. The coefficient of $\Delta \ln GDP$ is 0.338 which would mean that all else being equal the increase in real GDP by 1 percentage point would increase the service sector output ($\Delta \ln \text{SERV}$) by about 0.34 percentage point. The long-run coefficient of the GDP variable ($\ln GDP$) is 0.522 which would imply that other things remaining constant the increase in the level of real GDP by 1 percentage point would be followed by a 0.52 percentage point rise in the level of services sector output. One of the explanations offered for the shift of an economy to services sector is the Fisher-Clark Hypothesis (Fisher, 1935; Clark, 1940) which is also known as the ‘Hierarchy of Needs Hypothesis’. This hypothesis states that the proportion of the service sector increases as consumption structure changes from goods to services due to rise in income. Another explanation is the famous ‘Cost Disease Hypothesis’ proposed by Baumol and his coauthors (Baumol, 1967; Baumol, Blackman, & Wolff, 1985) who argue that an economy’s shift towards services is caused by the transfer of resources from manufacturing to services due to the presence of productivity gap between the two sectors, rather than to the shift in final demand due to income growth as the traditional view argues.

As regard to the impact of export both the short-run and long-run estimates show positive and statistically significant impact of the export variable. In the short-run case the coefficient of $\Delta \ln X$ is 0.151 which would mean that all else being equal the increase in real export by 1 percentage point would bring rise in the service sector output ($\Delta \ln \text{SERV}$) by about 0.15 percentage point. The long-run coefficient of the real export variable ($\ln X$) is 0.144 which would suggest that other factors remaining unchanged the increase in the level of real export by 1 percentage point would bring increase in the value of services sector by about 0.14 percentage point. The explanation for this positive impact of export trade on the services sector would be that the interconnection of the domestic economy with the rest of the world via export trade introduces greater degree of competition, keeps the economy connected with the modern technological developments and leads to higher levels of investment in the domestic economy that enhances the efficiency and productivity of the domestic service sector.
But contrary to the prior expectation the import variable has negative impact on the service sector both in the short-run and long-run. Though the negative coefficient of import in the short-run estimate is statistically insignificant, it is statistically significant in the long-run estimate. The negative coefficient suggests that increase in import has not contributed in the enhancement of the service sector. It may be that import has increased country’s dependency than enhancing efficiency and productivity of the service sector of Nepal.

As to the effect of education-glittered labour force, both the short-run and long-run estimates show that education enhances the growth of the services sector. In the short-run estimate the statistically significant coefficient of size 0.226 of the variable \( \Delta \ln HCL \) would imply that other things holding constant a one percentage point increase in the labour force with school level education would increase service sector output by about 0.23 percentage point. In the long-run estimate the size of the statistically significant coefficient of the variable \( \ln HCL \) is 0.322 which would mean that all else remaining constant the increase in the size of the labour force with some sort of school education by 1 percentage point would bring increase in the services sector by about 0.32 percentage point. The explanation for this result would be that services sector activities are naturally skill-oriented and hence the increase in the labour force with school level education is beneficial to this sector. Educated labour force is more essential to facilitate the diffusion and transmission of knowledge needed to understand and process new information and to implement new technologies developed by others (Nelson & Phelps, 1966).

The impact of government’s capital expenditure on the service sector growth is ambiguous. In the short-run estimate the coefficient of growth of government expenditure (\( \Delta \ln G \)) is positive but statistically insignificant at the conventional level of significance but in the long-run estimate the coefficient of the variable level of government expenditure (\( \ln G \)) is negative and statistically significant at the probability level of 0.081. The negative coefficient would mean that all else remaining constant the increase in the level of government’s capital expenditure by 1 percentage point would shrink the service sector by about 0.12 percentage point. One possible explanation for this negative effect would be the ‘crowding out’ effect of the public sector expenditure growth. It may also be that public sector’s capital expenditure were not of the nature of stimulating service sector’s activities.

For the reliability of the estimated results diagnostic tests like Ramsey’s regression model fit, Breusch-Godfrey Serial Correlation LM test, and Breusch-Pagan-Godfrey’s heteroskedasticity test were performed. Results of the tests of the selected ARDL (1, 0, 0, 0, 1, 0) model are given in Table 7.
Table 7: Diagnostic Test of Selected Model: ARDL (1, 0, 0, 0, 1, 0)

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
<th>df</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramsey RESET Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omitted Variables: Squares of fitted values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t-statistic</td>
<td>0.101</td>
<td>32</td>
<td>0.920</td>
</tr>
<tr>
<td>F-statistic</td>
<td>0.010</td>
<td>(1, 32)</td>
<td>0.920</td>
</tr>
<tr>
<td>Breusch-Godfrey Serial Correlation LM Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>0.014</td>
<td>Prob.F(2,31)</td>
<td>0.986</td>
</tr>
<tr>
<td>Obs R-squared</td>
<td>0.037</td>
<td>Prob.Chi-Square(2)</td>
<td>0.982</td>
</tr>
<tr>
<td>Heteroskedasticity Test: Breusch-Pagan-Godfrey</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>1.436</td>
<td>Prob.F(7,33)</td>
<td>0.224</td>
</tr>
<tr>
<td>Obs R-squared</td>
<td>9.575</td>
<td>Prob.Chi-Square(7)</td>
<td>0.214</td>
</tr>
<tr>
<td>Scaled explained SS</td>
<td>20.047</td>
<td>Prob.Chi-Square(7)</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Source: Author’s calculation

The tests reported in Table 7 confirm the validity of the model. The model fairly passes the Breusch-Godfrey (BG) Lagrange Multiplier (LM) tests for serial correlation, Breusch-Pagan-Godfrey test for heteroskedasticity, and Ramsey Regression Error Specification Test (RESET) for model misspecification as indicated by the p-values corresponding to each test that are greater than 5 percent. Finally, the CUSUM plot is accomplished as shown in Figure 4 to test for the stability of the estimated parameters.
In the plot the CUSUM curve fairly remains within the upper and lower bands at 5 percent level of significance. This suggests that the long-run and short-run parameters of the selected ARDL model are stable and produce reliable estimation.

8. POLICY IMPLICATIONS

The findings of this study have some policy implications for the economy of Nepal which may also be applicable to economies similar to Nepal. First and foremost thing is related to the sustainability of the service-led growth in developing countries. Education, telecommunication, and connectivity (sound transportation infrastructure) are the secrets to flash and continue service-led growth. The infrastructure needs of services differ from manufacturing as services depend more on telecommunication and electricity and less on harbors and roads. Nepal needs to maintain and upgrade both the quantity and quality of her telecommunication infrastructure, and ensure uninterrupted supply of electricity in the country. In addition as the skill requirements in services are higher than in manufacturing and agriculture, investing in education for improving the quality of education to the global standard is of utmost importance. The empirical result of this study supports that education has statistically significant positive effect on service sector output.

Secondly, the empirical result of this study has shown that export trade has positive and statistically significant impact on the service sector of Nepal. Nepal is a member country of World Trade Organisation (WTO) and it has opened the services sector. Services are included in the multilateral trade design of WTO in the form of the General Agreement on Trade in Services (GATS), and international trade and investment in services are becoming increasingly important part of global business. GATS has four modes of supply in service trade (Knight, 2002): (i) Mode 1: Cross-border Supply, (ii) Mode 2: Consumption Abroad, (iii) Mode 3: Commercial Presence, and (iv) Mode 4: Presence of Natural Person. Progresses in information and communication technologies (ICT) have expanded the scope of services that can be traded cross-border. Therefore there is greater scope for the expansion of ‘Nepal’s service sector outside the national boarder. Analysts have pointed out the possibility that “the globalization of services provides alternative opportunities for developing countries to find niches, beyond manufacturing, where they can specialize, scale up, and achieve explosive growth, just like the industrialisers” (Ghani, 2010, p.xvii).

Finally in the light of the rather shrinking manufacturing sector (as visualised from Figure 1 and 2 presented in the introduction section of this study), there is greater need for accelerating the manufacturing sector of the country. Services cannot substitute for industrial job creation. Every year large number of new work force enters to the labour market in Nepal but the service sector cannot alone provide job to the new labour
force, and due to the lack of employment opportunity a substantial portion of the labour force goes foreign countries in search of job. The country cannot ignore the role of the manufacturing sector. If the manufacturing sector could be expanded it would create more employment opportunity to the growing labour force and help reduce imports of manufacturing products to some extent.

9. CONCLUSION

By employing the ARDL approach to cointegration on the time series data of the period 1975-2016, this study has analysed the role of expanding service sector in the economic growth of Nepal. In the sectoral change of the economy the service sector stands in the lead. Service sector is contributing to economic growth and growth is also causing service sector to expand via income effect. These empirical results are validated by a number of diagnostic tests like Ramsey RESET test, Breusch-Godfrey Serial Correlation LM test, and Breusch-Pagan-Godfrey’s heteroskedasticity test, and CUSUM parameter stability test. Therefore based on the empirical results and taking into consideration the increasing speed of globalization ignited by revolution in information and communication technology (ICT) this study draws the conclusion that service sector of Nepal has greater potential to contribute in the economic growth of the country and manufacturing sector should also revive from the current lower level. One avenue for future research would be the comparative study of the productivity of the manufacturing and service sectors.
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