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In medical research, p-values are widely used as markers of statistical significance.1 
Researcher frequently compete with the p-value. There is plenty of argument 
regarding the misuse and misinterpretation of a p-value from the past to the present. 
However, it is still the most common value that is handled by researchers.

The p-value was first introduced by Fisher in 1922 where it is defined as the 
probability p under that hypothesis of as great or greater departure than that 
observed. It was later modified by Neyman et al. in 1933 to a procedure whereby an 
observed departure with p <5% (or other small value) would lead to rejection of the 
null hypothesis.2 

The p-values are used in significance testing for the null hypothesis, which can be 
accepted or rejected. The null hypothesis states no significant relationship exists 
between the two variables. Rejecting the null hypothesis means accepting the 
alternative hypothesis (a significant relationship exists between two variables). 
The p-value estimates the probability that findings will be at least as extreme as the 
ones observed when the null hypothesis holds true. Then, it is measured against a 
predetermined significance level (α). The result is regarded as statistically significant 
if the stated p-value is less than α. Typically, in biomedical research α is set at 0.05. 
Sometimes significance levels 0.01 and 0.001 are also used.3 

There are various misconceptions regarding the interpretation of the p-value, some 
of which are listed here. 

1. Clinical versus the statistical significance of the effect size 

The differences between the groups are relevant when the p-value is very low. 
However, the actual difference may be too small to be clinically important as the 
p-value carries no information about the magnitude of an effect, which is captured 
by the effect estimate and confidence interval.

2. Non-significant significance (p >0.05) values

The new therapy has no impact if the p-value is higher than 5%. No matter how 
significant an impact may be, it is always the observed effect that is best supported 
by the data from a given experiment.

3. Overinterpreting a non-significant p-value that is close to 5%:

A p-value of 0.06, for example, should not be interpreted as a trend toward a 
difference. A p-value of 0.06 indicates that there is a 6% probability of getting the 
result by chance when the treatment has no discernable effect. The null hypothesis 
shouldn’t be rejected because we put the significance level at 5%. 

4. Effect sizes versus p –values

The p-value, according to many researchers, is the most crucial figure to report. 
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However, we should emphasize the effect size. The 
mean values for each group, the difference, and the 95% 
confidence interval should be reported instead of just the 
p-value.4,5 

5.  Highly significant when the p-value is <0.001

When the p-value is very small many researchers believe 
that the effect is highly significant but it does not hold 
always. The p-value does not describe the effect size. So it is 
better to avoid terms like highly or moderately significant 
based on the p-value.6  The isolated use of p-value is a 
matter of debate and raised issues like replicability, veracity, 
and reliability of the generated conclusions.7 Therefore, 
there are some alternatives/complementary to the use of 
p-value. Complementing p-value with other statistics such 
as confidence interval, effect sizes, and Bayes factors is 
recommended.8 

Confidence interval (CI)

The confidence interval was first introduced by Neyman 
in 1930.9 The use of CI in the scientific journal started in 
the 1980s.10 However, still many journals are not using CI 
but only reporting p-value. The relative use of CI is low in 
clinical and biomedical research.7 

A CI is a degree of uncertainty around the effect estimate. 
It consists of an upper and lower limit, which shows that 
the true (unknown) effect may fall within this interval. The 
effect stated in the research paper must always lie within 
the CI reported, and the width of the interval portrays the 
precision of the effect estimate. For precise effect estimates, 
CI needs to be narrower. Sample size (n) and heterogeneity 
(standard deviation [SD] or standard error [SE]) both affect 
the CI width. There is an inverse relationship between the 
degree of uncertainty and the sample size, the bigger the 
sample size, the smaller the width of CI indicating a lower 
degree of uncertainty. However, the degree of uncertainty is 
directly proportional to heterogeneity. Studies with lower 
SDs or SE have narrower CI.11 

There is a rule for same-sized samples: the smaller the 
confidence level is, the higher the estimate accuracy.12 Only 
the studies with a large sample will give a very narrow 
confidence interval, which points to high estimate accuracy 
with a high confidence level.12 

Finally, the size of the confidence interval is influenced by 
the selected level of confidence (probability). A 99% CI is 
wider than a 95% CI. The confidence (probability) level 
(i.e., 95%) of the CI represents the accuracy of the effect 
estimate. For example, the 99% CI is more accurate than the 
95% CI, because it captures a broader spectrum of the data 
distribution. In general, with a higher probability to cover 

the true value the confidence interval becomes wider.11,13,14 
However, the trade-off is that the 99% CI is less precise than 
the 95% CI. The decision of using a certain confidence level 
should consider a balance between accuracy and precision. 
In health sciences, the 95% confidence level is most often 
used which relates to the level of statistical significance p< 
0.05. Very less often 90% and 99.9% are also used.11 

The confidence interval provides a reasonable 
approximation of the (in) precision and sample size of a 
given study. As a result, CI can be used to assess the quality 
of research. Nowadays many journals are recommending 
the reporting of CI.12 For continuous data, a CI is the range 
of values statistically consistent with the value observed in 
the study. For binary data (presence or absence of disease, 
prevalence), the CI is determined for the rate of the event. It 
shows the range of values for the rate of the events that are 
statistically consistent with the observed rate.15 

Limitations of CI

Although CIs can be used to enhance the interpretation of 
a study, they have several limitations. For example, a 95% 
CI does not have a 95% probability of containing the true 
value of interest (eg, the true treatment effect), even though 
it is commonly described that way. Creating an interval 
that does have a specified probability of containing the 
true value is termed a probability interval, which further 
requires a bayesian analysis. In addition, the values within 
a 95% CI are not the only values that could lead to the 
current data and model results; they are simply the most 
compatible values.16  

The p-value and the confidence interval are two 
complementary statistical measures. Therefore, it is better 
to use both p-value and confidence intervals in research. 
While reporting p-value, do not report a “p< 0.05” or “p ≥ 
0.05”. It should be reported the actual values. We also 
encourage the researchers to keep in this mind while 
submitting their research papers to journals. 
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