ABSTRACT
This review article highlights the importance of effect size in research. P-value alone is not sufficient to determine the practical significance of a study, making effect size an essential component in hypothesis testing. Choosing the appropriate effect size for a specific study design can be challenging, and its interpretation may require modifications and personal judgement. Therefore, researchers should exercise caution when reporting and interpreting effect size, as it provides valuable information about the practical significance of their study, complementing hypothesis testing results. In conclusion, effect size should not be overlooked and should be carefully chosen and interpreted to ensure the validity and reliability of research results.
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INTRODUCTION
Answering research questions relying solely on p-values derived from statistical tests can be misleading, according to Dunkler et al. (2020). Hypothesis testing results in either being significant (p-value<0.05), suggesting that the effect is likely due to a factor of interest, or not significant (P-value >0.05), suggesting that the effect is likely due to chance. This dichotomy provides an explanation for the cause of the effect but not for its strength or weakness. This does not give readers enough information to determine if the study results are practically relevant or not. Sun et al. (2010) note that the limitation of hypothesis testing is its inability to describe the size of an effect in an experiment. Effect size, a quantitative measure of the strength of a phenomenon, emphasizes the size of the difference between groups or the relationship between two variables (Becker, 2000; Huberty, 2002). It provides insight into the practical importance of the results by quantifying the magnitude of the effect.

Durlak (2009) highlights the need to describe the magnitude of research results, which is not emphasized by hypothesis testing. Several studies have discussed the shortcomings, controversies, insufficiencies, and misconceptions of hypothesis testing, including Levine et al. (2008), Szuucs and Ioannidis (2017), Hypothesis testing (2011), Null hypothesis significance testing (n.d.), Limitations of significance testing (2015), and Castillo & Torquato (2018). These studies emphasize that the P-value in hypothesis testing does not provide information on the magnitude of differences found in research and only indicates if findings are due to chance or sampling error. Carpenter (2020) also notes that there is no straightforward relationship between p-values and the magnitude of effect, as significant p-values can have little practical importance while insignificant p-values can have significant practical significance. Therefore, decisions based solely on hypothesis testing may not be adequate.

Multiple sources advocate combining hypothesis testing with techniques that focus on the magnitude of the difference between groups or the relationship between variables, referred to as effect size, rather than relying solely on hypothesis testing. These sources include Nickerson (2000), Hypothesis Testing: Methodology and Limitations (2001), Hypothesis testing (2011), Limitations of significance testing (2015), Null hypothesis significance testing (n.d.), Limitations of significance testing (2015).
testing (n.d.), and Pernet (2016). Szucs and Ioannidis (2017) and Huberty (2002) emphasize that hypothesis testing should no longer be the sole method for testing treatment effects in experiments.

This article emphasizes the importance of effect size and provides a clear understanding of standard measures of effect size, such as the difference between two groups and the relationship between two variables. It also familiarizes the reader with various options for calculating effect size and highlights important considerations for choosing the appropriate measure. Finally, it serves as a comprehensive introduction for readers interested in incorporating effect size into their research, providing guidelines for estimating and interpreting effect size with caution.

**WHY REPORT EFFECT SIZE**

Effect size is important in research because it helps indicate the practical significance of the results, not just the statistical significance (Sullivan & Feinn, 2012). Nakagawa and Cuthill (2007) explain that effect size quantifies the size of experimental effects and helps researchers understand the practical importance of their findings. To enhance the quality of a study, adequate estimates of effect size should be reported, as emphasized by Lakens (2013). LeCroy and Krysik (2007) argue that effect size measures provide a more comprehensive understanding of a study’s results, as they take into account both the statistical and practical significance of the findings. In experiments, the size of the effect helps researchers determine the practical significance of the treatment (Sun et al., 2010). It’s crucial to report effect size because the consequences of not doing so can be detrimental (Sun et al., 2010). A small P-value does not necessarily indicate a significant practical effect, and a large P-value may be due to limited statistical power (Sullivan, 2012). Therefore, effect size should be reported in all studies, regardless of statistical significance (Thompson, 2007, as cited in Lakens, 2013).

Including effect size in a study has several benefits, such as enabling researchers to project adequate sample sizes, inform judgement about practical significance, and compare results with other studies (Sun et al., 2010). The fifth edition of the Publication Manual of the American Psychological Association (2001) states that including an index of effect size or strength of the relationship in the results section is almost always necessary for the reader to fully understand the importance of the findings. Daniel (2017) also emphasizes the importance of including an index of effect size in the results section, and Sullivan & Feinn (2012) recommend reporting both the statistical significance (p-value) and the practical significance (effect size) for a complete understanding of the study’s impact.

**MEASURES OF EFFECT SIZE**

Effect size is a way to quantify the magnitude of an experimental effect. It shows how big or small the difference is between two groups or the relationship between dependent and independent variables. Effect size is important because it indicates the practical significance of a research finding. A large effect size means the finding is significant, while a small effect size indicates limited practical applications (Bhandari, 2022). It is important to know the magnitude of effect size because a smaller effect on one outcome can be more important than a larger effect on another outcome (Durlak, 2009).

Effect size and statistical significance are not the same. Statistical significance is about the likelihood that a result is due to chance, while effect size is about the importance of the magnitude and practical implications of the finding.
result. Significance tests depend on sample size, with larger sample sizes increasing the likelihood of a significant treatment effect. On the other hand, effect size indices are not dependent on sample size and can act as population parameters (Dunker et al., 2020). It is important to calculate effect size statistics regardless of P-value and to report it with an estimate of precision, such as a 95% confidence interval.

Effect size can be either absolute or standardized. Absolute effect size is the difference between the means of two groups, while standardized effect size is a dimensionless statistic useful for comparing different studies (Sullivan & Feinn, 2012). The type of effect size used depends on the study design. For example, if the unit of measurement is meaningful, absolute effect size is used. However, if the study is based on population mean and standard deviation, then standardized mean difference method is used to determine effect size.

There are many measures of effect size, divided into two broad groups: mean difference between groups and strength of relation between variables (Sun et al., 2010). Mean difference effect sizes, such as Cohen's $d$, Glass's $\Delta$, and Hedges's $g$, are based on the standardized group mean difference. The strength of relations is based on the proportion of variance accounted for ($r^2$) in the correlation between two variables. When conducting a study, it is important to choose the appropriate effect size measure (Sullivan & Feinn, 2012). The method used to calculate effect size will vary depending on the study design.

**Effect size of the Difference Between Two Groups**

The effect size in research is a way to quantify the difference between two group means. It is calculated by dividing the difference between the two means by the standard deviation. The larger the effect size, the more impactful the study results are, meaning a large effect size suggests an important difference, while a small effect size suggests a difference that may be considered unimportant.

Comparing group means can often serve as an effective way to calculate effect size, but in many cases, choosing the appropriate statistical measure is not straightforward. In these situations, researchers must exercise judgement and consider their specific study conditions, as outlined by Hill and Thompson (2004).

Two commonly used effect size statistics for small sample sizes are Cohen's $d$ and Hedges’ $g$. According to Hill and Thompson (2004), these statistics are well-suited for small sample sizes. Cohen's $d$ is appropriate when the two groups have similar standard deviations and are of the same size, while Glass’ delta may be a more suitable choice if the sample sizes are large and the intervention is expected to affect the standard deviation. On the other hand, if each group has a different standard deviation, Glass’s delta, which uses only the standard deviation of the control group, is the appropriate effect size measure (Glen, 2022).

Hedges’ $g$, which takes into account the relative size of each sample, is a useful alternative when the sample sizes of the two groups are different (Effect Size Calculator for T-Test, 2022). It is important to note that if the sample sizes are not the same, Hedges’ $g$ should be used.”

**Cohen’s $d$**

Cohen’s $d$ measures the effect size of the difference between two means (Cohen’s $d$: Definition, examples, formulas, 2022). Bhandari (2022) explains that it is designed for comparing two groups and considers the difference between two means in standard deviation units. The size of the effect is expressed by the number of standard deviations that fall between
the two means. For example, a $d$ of 1 indicates a difference of 1 standard deviation between the group means, while a $d$ of 2 indicates a difference of 2 standard deviations. Cohen (1988) provides benchmark values of small ($d = 0.2$), medium ($d = 0.5$), and large ($d = 0.8$), but it is important to note that these values are arbitrary and should not be interpreted strictly.

To calculate *Cohen’s d*, the mean difference between the two groups is divided by the pooled standard deviation. This is an effect size in which the mean difference is standardized by an average of the standard deviations of both groups.

$$d = \frac{|\bar{x}_1 - \bar{x}_2|}{\sqrt{(s_1^2 + s_2^2)/2}}$$ .............................. [Lalongo, 2016]

*Cohen’s d* [t-test with equal sample size and variance]

*Cohen’s d* can range from 0 to infinity (Bhandari, 2022). Generally, a greater *Cohen’s d* indicates a larger effect size. This measure is unit-free and can be used to compare results across studies. For example, if two conditions have mean lengths of 2.3 cm and 1 cm, the simple effect size would be the difference in mean length, or 1.3 cm. But when standardized, the effect size would be 1.3 (assuming the values for the pooled standard deviation are arbitrarily designated as 1). Therefore, *Cohen’s d* can be understood in terms of standard deviations.

According to Hill and Thompson (2004), if the group sizes are small and the intervention is not expected to affect the standard deviation, *Cohen’s d* might be the most suitable choice. Similarly, if two groups of the same size have similar standard deviations, *Cohen’s d* is recommended as the appropriate effect size measure, as stated by Effect Size Calculator for T-Test (2022).

When there are more than two group means, the *Cohen’s d* effect size measure would be the difference between the largest and smallest means divided by the square root of the mean square error (Thompson, 2007, cited in Lakens, 2013).

**Hedge’s g**

*Hedges’ g* and *Cohen’s d* are equal if the two sample sizes are equal (Zach, 2021). The difference between the two lies in the calculation of the overall effect size. While *Cohen’s d* uses the pooled standard deviations, *Hedges’ g* uses the pooled weighted standard deviations, taking into account the sample sizes. Therefore, it is advised to use *Hedges’ g* when the two sample sizes are unequal.

The formula for *Hedges’ g* is:

$$g = \frac{|\bar{x}_1 - \bar{x}_2|}{\sqrt{\frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 + n_2 - 2}}/\sqrt{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}}$$ .............................. [Lalongo, 2016]

*Hedge’s g* [t-test on small samples/unequal size]

*Hedges’ g* is a measure of effect size that shows the difference between two groups, typically an experimental group and a control group. The *g* value indicates the difference in standard deviations between the groups, with a *g* of 1 meaning a difference of 1 standard deviation and a *g* of 2 meaning a difference of 2 standard deviations.
Hedges’ g and Cohen’s d are similar measures of effect size, however, Hedges’ g has been shown to be more effective when sample sizes are below 20 (Glen, 2022). There is a rule of thumb for interpreting Hedges’ g, as proposed by Zach (2021), which states that if g = 0.2, it represents a small effect size; if g = 0.5, it represents a medium effect size; and if g = 0.8, it represents a large effect size. It is important to note that these terms may not have the same meanings in different contexts. For instance, a “small” change in sleep habits might be considered positive, while a “small” weight loss might not be considered significant.

**Glass’s Delta**

Glass’s delta is another measure of effect size between two group means. When standard deviations are significantly different between the groups, Glass’s delta is used. This uses only the control group’s standard deviation. It addresses the issue of unequal group variances by using the control group standard deviation as the denominator.

A mathematical formula for Glass’s delta is:

\[
\Delta = \frac{|\bar{x}_1 - \bar{x}_2|}{\sqrt{s^2_{control}}} \]  

Glass’s Δ [t-test with unequal variances/control group]

Glass’s delta is defined as the mean difference between the experimental and control group divided by the standard deviation of the control group (Becker, 2000). Martin (2020) and Effect Size Calculator for T-Test (2022) explain, if standard deviations are significantly different between groups, we should choose Glass’s delta which uses only the standard deviation of the control group. If group sizes were both large and the intervention was expected to impact outcome score standard deviation, Glass’ delta might be the most reasonable choice (Hill and Thompson, 2004).

**Effect Size of the Relationship Between Two Variables**

The Pearson product-moment correlation coefficient (r) is a measure that indicates the strength of the relationship between two variables. The formula for computing the correlation coefficient is as follows:

\[
r = \frac{\sum (x - \bar{x})(y - \bar{y})}{\sqrt{\sum (x - \bar{x})^2} \sqrt{\sum (y - \bar{y})^2}} \]  

Pearson’s r: Linear correlation

The Pearson correlation coefficient, represented by the symbol “r”, measures the strength and direction of the relationship between two variables. It ranges from -1, which represents a perfect negative correlation, to +1, which represents a perfect positive correlation.
The value of “r” serves as an indicator of the effect size between two variables and conveys information about both the magnitude and direction of the relationship (Rosenthal, 1991).

When the value of “r” is closer to 0, it means the effect size is small. On the other hand, values closer to -1 or +1 indicate a higher effect size (Bhandari, 2022). According to Cohen’s rule of thumb, an effect size is considered low if “r” is around 0.1, medium if “r” is around 0.3, and large if “r” is greater than 0.5.

In multiple regression analysis, the magnitude of the total effect for the regression equation is represented by the multiple R.

**INTERPRETATION OF EFFECT SIZE**

Effect sizes are a crucial aspect of research and should always be reported along with p-values. An example of how an effect size is reported and interpreted could be: for a test comparing two groups, group A (n = 45, M = 20.92, SD = 7.05) performed better than group B (n = 43, M = 18.59, SD = 7.36) in solving algebra problems, “F (1, 84) = 5.96, p < .05”, effect size = 0.52, which represents a medium effect.

According to Sun et al. (2010), simply reporting an effect size is not enough and researchers must interpret and evaluate its practical significance. It is important to understand the magnitude of effect size and its context in a specific research scenario. Kirk (1996) (as cited in LeCroy & Krysik, 2007) and Nakagawa & Cuthill (2007) also argue that there is no point in presenting effect sizes if they are not correctly interpreted and discussed.

The interpretation of effect sizes depends on various factors such as the context and design of the study, type of effect size, benchmarks for interpretation, and confidence interval. Henson (2006) points out that the importance and meaning of effect sizes depend on factors such as the context of the study, the significance of the outcomes, and prior research findings. Durlak (2009) explains that any judgment about effect size should be based on the characteristics of the study.

The context of a study and the way data is analyzed can greatly affect effect size interpretation. Reporting and interpreting effect sizes in the context of previous results allows readers to evaluate the stability of results across samples, designs, and analyses. According to Thompson (2007), a proper interpretation of effect size should focus on directly comparing new results with prior effect sizes in the related literature. However, effect sizes from different studies may not be directly comparable as the context of each study can impact the resulting effects.

The type of effect size also affects interpretation. Simple effect sizes describe the size of the effect in the original units of the variables, while standardized effect sizes are unit-free. The Publication Manual of the American Psychological Association (2001) recommends using effects on the original measurement scale when feasible. Nakagawa & Cuthill (2007) explain that understanding the study system well and interpreting effect sizes in the original units is more interpretable than using standardized effect statistics.

Another common strategy for interpreting effect sizes is using Cohen’s benchmarks, where a d of 0.2 represents a small effect size, 0.5 represents a medium effect size, and 0.8 represents a large effect size. However, Cohen himself states that these terms are relative and can vary based on the content and method of the study. Laken (2013) explains that Cohen’s benchmarks should only be used in extremely novel studies with no comparison to existing literature. Glass et al. (1981) and Thompson (2007) argue that in established areas of research, Cohen’s guidelines should not be applied blindly.
Interpreting effect sizes is a challenging task and calculating, reporting, and discussing effect sizes should be highly valued to produce more conclusive evidence in research. Confidence intervals offer a range of values and are more informative than point estimate hypothesis testing. Stukas & Cumming (2014) stress the importance of acknowledging the uncertainty in an effect size estimate and the need for a more comprehensive interpretation. Téllez et al. (2015) highlight the benefits of using confidence intervals in data interpretation and detecting non-significant or trivial effects. The authors stress the importance of reporting the confidence interval of effect size, as it provides practical context for understanding the magnitude and meaning of the effect size in relation to the data.

SUMMARY AND CONCLUSION

Hypothesis testing is a statistical tool that is used to determine whether the results of an experiment are likely due to chance or not. While this is an important aspect of research, it is limited in its scope and provides no information about the practical significance of the results. To address this, researchers turn to effect size measures.

Effect size measures provide a way to describe the magnitude of the relationship between variables in a study. There are several common measures of effect size, each with specific advantages and limitations. Choosing the appropriate measure depends on the design of the study and the type of data being analyzed.

This article serves as a guide for researchers who want to use effect size measures in their work. It covers the various types of effect sizes, the conditions for choosing a particular measure, and strategies for interpreting effect sizes. By providing this information, the article aims to help researchers communicate the practical significance of their results in a clear and meaningful way.

In conclusion, the use of effect size measures is crucial for ensuring the quality of research and providing valuable insights into the practical implications of the results. This article provides a comprehensive overview of the various types of effect sizes, their appropriate use, and how to interpret them correctly. It is a valuable resource for researchers looking to enhance the quality of their work.
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