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7.2    Some other Relations 

The condition for rate of change in volume change rate to be decreasing was found to be 
𝑢𝑢𝑖𝑖𝑛𝑛 ≤ 𝜋𝜋𝑢𝑢𝑜𝑜𝑢𝑢𝑡𝑡

𝐴𝐴𝑖𝑖𝑛𝑛
𝑟𝑟𝑜𝑜𝑢𝑢𝑡𝑡  which is in the form of 𝑦𝑦 ≤ 𝑘𝑘𝑥𝑥  and from this relation we can conclude that rate 

of volume expansion is decreasing for 𝑢𝑢𝑖𝑖𝑛𝑛
𝜋𝜋𝑢𝑢𝑜𝑜𝑢𝑢 𝑡𝑡
𝐴𝐴𝑖𝑖𝑛𝑛

𝑟𝑟𝑜𝑜𝑢𝑢𝑡𝑡  and rate of volume change is 0 when 

𝑢𝑢𝑖𝑖𝑛𝑛
𝜋𝜋𝑢𝑢𝑜𝑜𝑢𝑢𝑡𝑡
𝐴𝐴𝑖𝑖𝑛𝑛

𝑟𝑟𝑜𝑜𝑢𝑢𝑡𝑡 . 

The factor by which volume of tube changes is directly proportional to square of parameter by 
which radius of tube changes and inversely proportional to square of parameter by which 
thickness of material wall changes which is given by relations 𝐾𝐾 𝜆𝜆𝑟𝑟  and 𝐾𝐾 𝜆𝜆𝜏𝜏

. 

8. Conclusion  

We develop simple model for expansion of cylindrical elastic tubes which may be significant in 
reducing computation time for numerical simulations. Although, it ignores many important 
aspects of fluid flow such as head loss, it preserves important kinematic properties of expansion. 
So this model is somewhat acceptable to study kinematic features of deformation of the tube such 
as rate of change in stress exerted by material to the fluid inside the tube and so on. We also 
modify Reynold’s transport theorem to describe our model. Some of the graphical results 
obtained makes it easier to study the relationship between different parameters such as 𝐾𝐾, 𝜆𝜆𝜏𝜏  and 
𝜆𝜆𝑅𝑅 .  
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Abstract: Image Compression techniques have become a very important subject with 
the rapid growth of multimedia application. The main motivations behind the image 
compression are for the efficient and lossless transmission as well as for storage of 
digital data. Image Compression techniques are of two types; Lossless and Lossy 
compression techniques. Lossy compression techniques are applied for the natural 
images as minor loss of the data are acceptable. Entropy encoding is the lossless 
compression scheme that is independent with particular features of the media as it has 
its own unique codes and symbols. Huffman coding is an entropy coding approach for 
efficient transmission of data. This paper highlights the fractal image compression 
method based on the fractal features and searching and finding the best replacement 
blocks for the original image. Canonical Huffman coding which provides good fractal 
compression than arithmetic coding is used in this paper. The result obtained depicts 
that Canonical Huffman coding based fractal compression technique increases the speed 
of the compression and has better PNSR as well as better compression ratio than 
standard Huffman coding. 
 

Keywords: Image Compression, Entropy encoding, Huffman Coding, Canonical 
Huffman Coding, PSNR 

 

1. Introduction 
 

An image is a representation of the two dimensional finite set of digital values which are termed 
as pixels (picture element). The computer images are digitized which converts real world color 
image to numeric computer data consisting of rows and columns of color samples measured from 
the original image. A natural image consists of the sub sections where the picture elements of 
subsections have great self-similarity with each other termed as Partitioned Iterated Function 
System. The conversion parameters of the image can be used to be effective in compressing 
image which results the redundancy of images can be replaced and increased by some conversion 
[6, 9, 10]. 
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Fractal image compression is one of the significant compression techniques as it has better rate 
of compression than that of JPEG but fractal image compression consumes more time on 
searching conversion replacement.  Genetic algorithm is a global search method that imitates the 
natural genetic process which can be applied for natural images as it has multiple numbers of 
features. The main motivation of using Genetic Algorithm is that the natural image consists of 
number of properties which indicates that a chromosome with high fitness can be good candidate 
for replacing each block and best chance of getting the best replacement block with the properties 
like crossover, mutation. This helps to maintain population diversity [7, 9, 10]. Huffman coding 
techniques are better for fractal image compression but the process of decompression is simply a 
matter of translating the stream of prefix codes to individual bytes values i.e. before translating 
the stream of prefix codes to individual byte values, the Huffman tree must be somehow 
reconstructed and the overhead in information reconstruction could amounts to several kilobytes. 
Therefore, the main objective of this paper is to reduce the overhead in information 
reconstruction with the use of Canonical Huffman Coding which may precisely reconstruct with 
bits of information and allocates the less amount of memory than that of Huffman coding [9]. 
 

2. Methodology 
 

2.1 Compression 
 

Image compression is minimizing the size in bytes of a graphics file without degrading the 
quality of the image to an unacceptable level. This paper is based on the Huffman coding where 
the Huffman codes are generated  then the codes are coded using Canonical Huffman Coding 
which reduce the size of data required for decompression and it can be visualized in block 
diagram as prescribed in figure. 

 

  
 
 
 
                         Fig. 1: Block Diagram of Compression Process 
 

2.1.1   Original Image 

The standard means of organizing and storing digital images is termed as Image File Format 
where the image files are composed of digital data which can be rasterized for use on a computer 
display or printer. It may store data in uncompressed, compressed, or vector formats [1, 11]. A 
compression technique stores either an exact representation or an approximation of the original 
image in a smaller number of bytes that can be expanded back to its uncompressed form with a 
corresponding decompression technique. Considering exactly the same compression, number of 
pixels, and color depth for two images, different graphical complexity of the original images may 
also result in very different file sizes after compression due to the nature of compression 
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techniques. Vector images, unlike raster images, can be any dimension independent of file size. 
File size increases only with the addition of more vectors. 
 

2.1.2   Fractal Image Generation  

Fractal image Compression is a lossy compression method for digital image, based on fractals 
which are best suitable for textures and natural images, relying on the fact that parts of an image 
often resemble other parts of the same image. Fractal methods convert these parts into 
mathematical data called "fractal codes" which are called as fractal image in two dimensional 
form and are generated by using various kinds of transform in an original image like DCT, DWT, 
FFT  etc. and in paper Discrete Cosine Transform has been used to generate fractal image . The 
discrete cosine transform (DCT) helps separate the image into parts (or spectral sub-bands) i.e. 
fractals of differing importance (with respect to the image's visual quality). The DCT is similar to 
the discrete Fourier transform. [3, 8, 9]. It transforms a image from the spatial domain to the 
frequency domain which are used to recreate the encoded image. The general equation for a 1D 
(N data items) DCT is defined by the equation. 

        π    − (1) 

where 

    δ                                                                           (2) 
 

The general equation for a 2D (N by M image) DCT is defined by the equation (2) 

          −    π   π    − (3) 

2.1.3 Huffman Fractal Codes 
Huffman Fractal codes are generated using Huffman encoding techniques in the fractal image 
generated by DCT on the original image. Huffman coding is a clever method to construct a 
dictionary that is in some sense optimal for the data at hand. The method takes as input an 
alphabet and the probabilities with which each letter might occur in the data. The higher the 
probability, the shorter the code-sequence for this letter will be. Let us imagine that an image is 
to be encoded using Huffman Coding technique and its ASCII sequence to  be stored in an 
memory is  expressed as the sequence of number as   "13371545155135706347". If stored as an 
ASCII sequence, the string would take 20 Bytes of storage. Noting that we have only eight 
"letters" in our "alphabet", i.e. {0, 1, 2, 3, 4, 5, 6, 7}, a more compact way to store the string 
would be to use 3 Bit sequences for each letter. The binary encoding of the original message 
would be:  001 011 011 111 001 101 100 101 001 101 101 001 011 101 111 000 110 011 100 
111 and would take up less than 8 Bytes.  

Fractal image compression is one of the significant compression techniques as it has better rate 
of compression than that of JPEG but fractal image compression consumes more time on 
searching conversion replacement.  Genetic algorithm is a global search method that imitates the 
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features. The main motivation of using Genetic Algorithm is that the natural image consists of 
number of properties which indicates that a chromosome with high fitness can be good candidate 
for replacing each block and best chance of getting the best replacement block with the properties 
like crossover, mutation. This helps to maintain population diversity [7, 9, 10]. Huffman coding 
techniques are better for fractal image compression but the process of decompression is simply a 
matter of translating the stream of prefix codes to individual bytes values i.e. before translating 
the stream of prefix codes to individual byte values, the Huffman tree must be somehow 
reconstructed and the overhead in information reconstruction could amounts to several kilobytes. 
Therefore, the main objective of this paper is to reduce the overhead in information 
reconstruction with the use of Canonical Huffman Coding which may precisely reconstruct with 
bits of information and allocates the less amount of memory than that of Huffman coding [9]. 
 

2. Methodology 
 

2.1 Compression 
 

Image compression is minimizing the size in bytes of a graphics file without degrading the 
quality of the image to an unacceptable level. This paper is based on the Huffman coding where 
the Huffman codes are generated  then the codes are coded using Canonical Huffman Coding 
which reduce the size of data required for decompression and it can be visualized in block 
diagram as prescribed in figure. 
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where the image files are composed of digital data which can be rasterized for use on a computer 
display or printer. It may store data in uncompressed, compressed, or vector formats [1, 11]. A 
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In message fives and threes occur more often than zeroes and sixes. The main idea behind 
entropy encoding is to use shorter codes for letters that occur often and longer codes for letters 
that are rare. For an instance if expressed as 7 to 0, 3 to1, 5 to 01 the decoding would not be 
unique. 0101 could be decoded as 735 or 573 or 55 or 7373. To make the mapping uniquely 
invertible we need to insist that no two codes exist in the "dictionary" where one is a prefix of the 
other.  In the example above 0 is a prefix of 01, so the rule is violated. Dictionaries which satisfy 
this rule are called prefix codes or better prefix-free codes. A prefix code for our example could 
be which would lead to the binary encoding. Going from left to right through the binary 
sequence, as soon as we recognize a letter, we are sure (due to the prefix property) that it cannot 
be any other letter. 0 is no code 00 is 1, and no other letter starts with 00, 0 is no code, 01 is 3 
and no other letter starts with 01.Altogether the encoded message is 10% shorter than the original 
one. Depending on the data the gain can be much bigger. But of course also the dictionary needs 
to be stored somewhere. 

2.1.4 Canonical Huffman Codes 

A canonical Huffman code is a Huffman code that allows a particularly compact way of storing 
the information needed to decode it because the codes are lexically ordered by length. The name 
canonical neither comes from the copy company nor from church, here and in mathematics 
canonical denotes one of many alternatives that can be distinguished since it follows simple 
rules.  It should also be mentioned that the code lengths are the same as with Huffman codes 
since these are canonical Huffman codes. So there is no loss in compression when using these 
codes.  
 
2.2 Decompression 

After the compression of the image we are to move on the decompression of the compressed 
image which may be saved in the memory or are transferred from the means of communication. 
So, the decompression is also a necessary part and the method to decompress the compressed 
image is shown in Fig 2 which includes series of process and is vital for proper construction of 
the required image. The decompression process seems to be some how easy if there is only use of 
the Huffman codes but as the codes may be so much to the similar of the Huffman codes there 
occurs the dilemma to choose the efficient codes so genetic algorithm is being applied to choose 
best code blocks. The decompression process consists of series of steps which are expressed in 
sequential order. 
 
 
 
 
 
 

 
 

Fig. 2: Block Diagram for Decompression Process 
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In message fives and threes occur more often than zeroes and sixes. The main idea behind 
entropy encoding is to use shorter codes for letters that occur often and longer codes for letters 
that are rare. For an instance if expressed as 7 to 0, 3 to1, 5 to 01 the decoding would not be 
unique. 0101 could be decoded as 735 or 573 or 55 or 7373. To make the mapping uniquely 
invertible we need to insist that no two codes exist in the "dictionary" where one is a prefix of the 
other.  In the example above 0 is a prefix of 01, so the rule is violated. Dictionaries which satisfy 
this rule are called prefix codes or better prefix-free codes. A prefix code for our example could 
be which would lead to the binary encoding. Going from left to right through the binary 
sequence, as soon as we recognize a letter, we are sure (due to the prefix property) that it cannot 
be any other letter. 0 is no code 00 is 1, and no other letter starts with 00, 0 is no code, 01 is 3 
and no other letter starts with 01.Altogether the encoded message is 10% shorter than the original 
one. Depending on the data the gain can be much bigger. But of course also the dictionary needs 
to be stored somewhere. 

2.1.4 Canonical Huffman Codes 

A canonical Huffman code is a Huffman code that allows a particularly compact way of storing 
the information needed to decode it because the codes are lexically ordered by length. The name 
canonical neither comes from the copy company nor from church, here and in mathematics 
canonical denotes one of many alternatives that can be distinguished since it follows simple 
rules.  It should also be mentioned that the code lengths are the same as with Huffman codes 
since these are canonical Huffman codes. So there is no loss in compression when using these 
codes.  
 
2.2 Decompression 

After the compression of the image we are to move on the decompression of the compressed 
image which may be saved in the memory or are transferred from the means of communication. 
So, the decompression is also a necessary part and the method to decompress the compressed 
image is shown in Fig 2 which includes series of process and is vital for proper construction of 
the required image. The decompression process seems to be some how easy if there is only use of 
the Huffman codes but as the codes may be so much to the similar of the Huffman codes there 
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2.2.1  Compressed File 

After the completion of the compression of the given image we get a compressed file which is 
different than that of the normal compressed format like .rar, .zip, .tar etc. In this research there is 
use of the compressed file in the form of the text file where the symbols that are generated,  are 
placed in symbol text file and the bit stream of the corresponding symbols are placed in the 
Huffman code text file(this is used to compare the Canonical Huffman result as Huffman is the 
standard method) and the Canonical Huffman code text file which do not contains the  bit stream  
as like that of the Huffman Codes, instead of that it contains the bit stream length of the 
corresponding  symbol. For instant if  Symbol 'X' has bit stream of Huffman code as  "1100101"  
then the Canonical Huffman code uses only the length of bit stream for compression i.e. "7" 
(length of  "1100101"). 

2.2.2  Canonical Huffman Codes 

Canonical Huffman codes are only the length of the bit stream which are corresponding to the 
symbol that are used during the compression of the image and the Huffman tree are not required  
that are required for reconstruction like in Huffman coding. So for generating the Huffman code 
form the Canonical Huffman codes a simple method is used which generate the codes which are 
slightly different from each other in canonical order i.e. the use of Gray Code which generates 
the code which are slightly different with each other.  

2.2.3  Genetic Algorithm 

GA is a search and optimization method developed by mimicking the evolutionary principles and 
chromosomal processing in natural genetics. GAs are general purpose optimization techniques 
based on principles inspired from the biological evolution using metaphors of mechanisms such 
as natural selection, genetic recombination and survival of fittest. They are member of a wider 
population of algorithm, Evolutionary Algorithm (EA). The idea of evolutionary computing was 
introduced in the year 1960 by I. Rechenberg in his work “evolution strategies” (“Evolutions 
strategies” in original). His idea was then developed by other researchers. Genetic Algorithm 
(GA) was invented by John Holland [6] and thereafter numbers of his students and other 
researchers have contributed in developing this field. With the advent of the GA, many non-
linear, large-scale combinatorial optimization problems in power systems have been resolved 
using the genetic computing scheme.  The GA is a stochastic search or optimization procedure 
based on the mechanics of natural selection and natural genetics. The GA requires only a binary 
representation of the decision variables to perform the genetic operations, i.e., selection; 
crossover and mutation. Especially GA is efficient to solve nonlinear multiple-extreme problems 
and is usually applied to optimize controlled parameters and constrained functions. 
 
2.2.4  Reconstruction of Image 
When the fractal image is generated then it is encoded with Canonical Huffman Encoding 
technique. Then it is transferred if necessary to get original image from the encoded image the 
inverse of the encoding is performed and that is called decoding. So decoding is to be performed 
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to generated original image. The decoding is a bit trickier. The Fractal image which are obtained 
after the decoding of the encoded image is to be converted into the image we required and for 
this purpose the inverse of the fractal image generation is performed to reconstruct the image, i.e. 
using the Inverse Discrete Cosine Transform, i.e. inverse 1D DCT transform is simple F-1(u) and 
inverse 2D DCT transform is simple F-1(u, v).  

 𝐹𝐹 𝑥𝑥 𝑦𝑦  𝑀𝑀𝑁𝑁
  𝐶𝐶 𝑚𝑚 𝑁𝑁−

𝑛𝑛 𝐶𝐶 𝑛𝑛 𝐹𝐹 𝑚𝑚 𝑛𝑛 𝐶𝐶𝑀𝑀−
𝑚𝑚            (4) 

where     𝐶𝐶 𝑐𝑐𝑜𝑜𝑠𝑠  𝜋𝜋𝑚𝑚𝑀𝑀 𝑥𝑥  𝑐𝑐𝑜𝑜𝑠𝑠  𝜋𝜋 𝑛𝑛𝑀𝑀 𝑦𝑦               (5)                
 
3. Results 
Eleven images has been used which includes seven color images namely Lena, Onion, Peppers, 
Cup, Shreeram, Anime, and Redeyes. Some of them are expressed in figure and the remaining 
four images are gray scale image namely Mandi, Cameraman, Pout, Tires. 

 

 

 
 

Fig. 3.1: Lena                 Fig. 3.2: Cup        Fig. 3.3:  Mandi  

The test images  consist of four gray scale image i.e. two dimensional image and 7 color image 
i.e. three dimensional image so for performing the DCT and to encode the image it is to be 
converted into two dimensional images. For this process the color image are to be broken into 
three planes i.e. into Red plane (R), Green plane (G) and Blue plane (B) if it is RGB image or 
into Luma Component  Plane(Y), Blue Difference plane (Cb) and Red Difference plane  (Cr) if it 
is YCbCr image. Some of the image are expressed as  

Fig. 3.4: First Plane, Second Plane and Third Plane of Lenna 

 

 

 

Fig. 3.5: First Plane, Second Plane and Third Plane of Cup 
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to generated original image. The decoding is a bit trickier. The Fractal image which are obtained 
after the decoding of the encoded image is to be converted into the image we required and for 
this purpose the inverse of the fractal image generation is performed to reconstruct the image, i.e. 
using the Inverse Discrete Cosine Transform, i.e. inverse 1D DCT transform is simple F-1(u) and 
inverse 2D DCT transform is simple F-1(u, v).  

 𝐹𝐹 𝑥𝑥 𝑦𝑦  𝑀𝑀𝑁𝑁
  𝐶𝐶 𝑚𝑚 𝑁𝑁−

𝑛𝑛 𝐶𝐶 𝑛𝑛 𝐹𝐹 𝑚𝑚 𝑛𝑛 𝐶𝐶𝑀𝑀−
𝑚𝑚            (4) 

where     𝐶𝐶 𝑐𝑐𝑜𝑜𝑠𝑠  𝜋𝜋𝑚𝑚𝑀𝑀 𝑥𝑥  𝑐𝑐𝑜𝑜𝑠𝑠  𝜋𝜋 𝑛𝑛𝑀𝑀 𝑦𝑦               (5)                
 
3. Results 
Eleven images has been used which includes seven color images namely Lena, Onion, Peppers, 
Cup, Shreeram, Anime, and Redeyes. Some of them are expressed in figure and the remaining 
four images are gray scale image namely Mandi, Cameraman, Pout, Tires. 

 

 

 
 

Fig. 3.1: Lena                 Fig. 3.2: Cup        Fig. 3.3:  Mandi  

The test images  consist of four gray scale image i.e. two dimensional image and 7 color image 
i.e. three dimensional image so for performing the DCT and to encode the image it is to be 
converted into two dimensional images. For this process the color image are to be broken into 
three planes i.e. into Red plane (R), Green plane (G) and Blue plane (B) if it is RGB image or 
into Luma Component  Plane(Y), Blue Difference plane (Cb) and Red Difference plane  (Cr) if it 
is YCbCr image. Some of the image are expressed as  

Fig. 3.4: First Plane, Second Plane and Third Plane of Lenna 

 

 

 

Fig. 3.5: First Plane, Second Plane and Third Plane of Cup 

The test images are to be converted into fractal images so as to compress so DCT is applied in 
the images and fractal images are generated. For a color image it is to be applied three times i.e. 
DCT is to be applied in the three planes of the color images   and the output of the images after 
DCT is applied are expressed which represents the DCT in each plane of Colored image, then 
they are combined which represents the combination of the each planes to form DCT of Color 
image.  
 

 

Fig. 3.6: DCT on First Plane, Second Plane and Third Plane of Lenna 

Fig. 3.7: DCT on First Plane, Second Plane and Third Plane of Cup 

 

 

 

 

  Fig. 3.8: DCT on Lenna           Fig. 3.9: DCT on Cup         Fig. 3.10:  DCT on Mandi      

After the generation of the fractal image the fractal images are to be compressed and they are 
compressed using the standard Huffman algorithm and the Canonical Huffman Coding. The 
Compression results are prescribed in Table 3.1. The Table 3.1 shows that the compression ration 
of the Canonical Huffman Coding is better than that of the Normal Huffman Coding but it also 
specifies that the originality of the image is mostly saved in the compression method of the 
Standard Huffman coding. So the reconstruction of the images from the compressed file there 
will be sure more loss of data in case of Canonical Huffman Coding but as this research is based 
on the compression so it has not focused more in case of reconstruction. The reconstructed 
images from the compressed files after application of IDCT can be expressed which represents 
the reconstruction of three planes of the color image, then combining three planes which 
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represents the combine reconstruction of color image. And for the color image reconstruction the 
left image represents the image reconstruction using Huffman coding and right represents 
reconstruction using Canonical Huffman coding. 

Table 3.1 Compression ratio of Compression 

S.
N. 

File Name File Size 
Compressed Size 

Compression Ratio 

Symbol H. Codes C. Codes Huffman C.Huffman 

1 Lenna.jpg 31.7 KB 21 KB 9 KB 2 KB 0.9463 0.7255 
2 Peppers.png 280 KB 230 KB 42 KB 6.5 KB 0.9714 0.8446 

3 Onion.png 43.5 KB 29 KB 11 KB 3.5 KB 0.9195 0.7471 
4 Cup.jpg 655 KB 560.5 KB 72.8 KB 8.2 KB 0.9668 0.86.82 

5 Shreeram.jpg 25.5 KB 18 KB 7 KB 2.2 KB 0.9803 0.7921 
6 Anime.jpg 383 KB 312 KB 69 KB 7.1 KB 0.9947 0.8331 
7 Redeyes.jpg 90.1 KB 74.8 KB 12.5 KB 1.1 KB 0.9689 0.8423 

8 Mandi.tif 81 KB 67 KB 11.3 KB 1.5 KB 0.9666 0.8456 
9 Cameraman.tif 63.7 KB 49.6 KB 10. 7 KB 2.3KB 0.9466 0.8147 

10 Pout.tif 67.3 KB 56 KB 9.8 KB 1.3  KB 0.9777 0.8514 
11 Tire.tif 46.5 KB 34 KB 9.4 KB 2.1 KB 0.9333 0.7763 

 
 

 

 
 

Fig. 3.11: Reconstruction of image for First Plane of Lenna 

 

 

 
 

Fig. 3.12: Reconstruction of image for Second Plane of Lenna 

 

 

 

 

Fig 3.13 Reconstruction of image for Third Plane of Lenna 
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represents the combine reconstruction of color image. And for the color image reconstruction the 
left image represents the image reconstruction using Huffman coding and right represents 
reconstruction using Canonical Huffman coding. 

Table 3.1 Compression ratio of Compression 

S.
N. 

File Name File Size 
Compressed Size 

Compression Ratio 

Symbol H. Codes C. Codes Huffman C.Huffman 

1 Lenna.jpg 31.7 KB 21 KB 9 KB 2 KB 0.9463 0.7255 
2 Peppers.png 280 KB 230 KB 42 KB 6.5 KB 0.9714 0.8446 

3 Onion.png 43.5 KB 29 KB 11 KB 3.5 KB 0.9195 0.7471 
4 Cup.jpg 655 KB 560.5 KB 72.8 KB 8.2 KB 0.9668 0.86.82 

5 Shreeram.jpg 25.5 KB 18 KB 7 KB 2.2 KB 0.9803 0.7921 
6 Anime.jpg 383 KB 312 KB 69 KB 7.1 KB 0.9947 0.8331 
7 Redeyes.jpg 90.1 KB 74.8 KB 12.5 KB 1.1 KB 0.9689 0.8423 

8 Mandi.tif 81 KB 67 KB 11.3 KB 1.5 KB 0.9666 0.8456 
9 Cameraman.tif 63.7 KB 49.6 KB 10. 7 KB 2.3KB 0.9466 0.8147 

10 Pout.tif 67.3 KB 56 KB 9.8 KB 1.3  KB 0.9777 0.8514 
11 Tire.tif 46.5 KB 34 KB 9.4 KB 2.1 KB 0.9333 0.7763 

 
 

 

 
 

Fig. 3.11: Reconstruction of image for First Plane of Lenna 

 

 

 
 

Fig. 3.12: Reconstruction of image for Second Plane of Lenna 

 

 

 

 

Fig 3.13 Reconstruction of image for Third Plane of Lenna 

 

 

 

 

Fig 3.14 Reconstruction of image for First Plane of Cup 

 

 

 

 

Fig 3.15 Reconstruction of image for Second Plane of Cup 

 

 

 

 

 

Fig 3.16 Reconstruction of image for Third Plane of Cup 

 

 

 

 
Fig 3.17 Combined Reconstruction of image lenna 

 

 

 

 
 

Fig 3.18 Combined Reconstruction of image Cup 
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Fig 3.19:   Reconstruction of image Mandi 

From the above result of the reconstruction of the image from the compression of the images 
using Huffman Coding and Canonical Huffman coding it clearly states that Canonical Huffman 
coding is better of compression ration and better for those image whose brightness is equally 
distributed which can be clearly seen in the reconstruction of image Cup.jpg and Mandi.tif. For 
the lossless compression the PSNR of the any Compression is assumed as below 30 and for that 
of the lossy Compression it is considered as above 30. Peak signal-to-noise ratio, often 
abbreviated PSNR, is an engineering term for the ratio between the maximum possible power of 
a signal and the power of corrupting noise that affects the fidelity of its representation. Because 
many signals have a very wide dynamic range, PSNR is usually expressed in terms of 
the logarithmic decibel scale. PSNR is most commonly used to measure the quality of 
reconstruction of lossy compression codec's (e.g., for image compression). The signal in this case 
is the original data, and the noise is the error introduced by compression. When comparing 
compression codec's, PSNR is an approximation to human perception of reconstruction quality.  

Although a higher PSNR generally indicates that the reconstruction is of higher quality, in some 
cases it may not. One has to be extremely careful with the range of validity of this metric; it is 
only conclusively valid when it is used to compare results from the same codec (or codec type) 
and same content. PSNR is most easily defined via the mean squared error (MSE) and 
mathematically expressed in equation (7). The mathematical expression for PSNR is given in the 
equation (6). 

  (6) 

where      ∗      − ′                                   (7) 

And x is original image and x' is reconstructed image. Here MAXi is the maximum possible pixel 
value of the image. When the pixels are represented using 8 bits per sample, this is 255. More 
generally, when samples are represented using linear PCM with B bits per sample, MAXi is 
2B−1. For color images with three RGB values per pixel, the definition of PSNR is the same 
except the MSE is the sum over all squared value differences divided by image size and by three. 
Alternately, for color images the image is converted to a different color space and PSNR is 
reported against each channel of that color space, e.g., YCbCr or HSL. Typical values for the 
PSNR in lossy image and video compression are between 30 and 50 dB, provided the bit depth is 
8 bits, where higher is better. For 16-bit data typical values for the PSNR are between 60 and 

Fractal Image Compression Using Canonical Huffman Coding



101

 

 

 

 
 

Fig 3.19:   Reconstruction of image Mandi 
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equation (6). 

  (6) 

where      ∗      − ′                                   (7) 

And x is original image and x' is reconstructed image. Here MAXi is the maximum possible pixel 
value of the image. When the pixels are represented using 8 bits per sample, this is 255. More 
generally, when samples are represented using linear PCM with B bits per sample, MAXi is 
2B−1. For color images with three RGB values per pixel, the definition of PSNR is the same 
except the MSE is the sum over all squared value differences divided by image size and by three. 
Alternately, for color images the image is converted to a different color space and PSNR is 
reported against each channel of that color space, e.g., YCbCr or HSL. Typical values for the 
PSNR in lossy image and video compression are between 30 and 50 dB, provided the bit depth is 
8 bits, where higher is better. For 16-bit data typical values for the PSNR are between 60 and 

80 dB. Acceptable values for wireless transmission quality loss are considered to be about 20 dB 
to 25 dB. In the absence of noise, the two images I and K are identical, and thus the MSE is zero. 
In this case, the PSNR is infinite or undefined, i.e. Division by zero). And the PNSR for the 
above images after its reconstruction is expressed in table 3.2.  

Table 3.2 PSNR between Compressed and Original image 

S.N. File Name PNSR 
(Huffman) 

(dB) 

PNSR 
(C.Huffman) 

(dB) 

Deivation 

1 Lenna.jpg 13.3805 13.3798 0.0007 
2 Peppers.png 10.5088 10.5052 0.0036 
3 Onion.png 18.2056 18.2025 0.0031 
4 Cup.jpg -4.3651 -4.3637 -0.0014 
5 Shreeram.jpg 8.6425 8.6360 0.0065 
6 Anime.jpg 0.9204 0.9177 0.0007 
7 Redeyes.jpg 8.8711 8.8615 0.0096 
8 Mandi.tif 1.4395 1.4400 -0.0005 
9 Cameraman.tif 17.5892 17.5885 0.0007 

10 Pout.tif 17.7645 17.7659 -0.0014 
11 Tire.tif 23.3079 23.3069 0.0010 

   

The above table indicates the PSNR of the algorithm in compare with the Standard Huffman 
Coding and the is the difference in value i.e. deviation is positive in all cases except that of the 
PSNR for Cup.jpg, Mandi.tif and Pout.tif which clarifies that for the image whose brightness is 
equally distributed Canonical Huffman coding is better than that of Standard Huffman Coding. 
The Structural Similarity (SSIM) index is a method for measuring the similarity between two 
images. The SSIM index can be viewed as a quality measure of one of the images being 
compared, provided the other image is regarded as of perfect quality. The SSIM metric is based 
on the evaluation of three different measures, the luminance, contrast, and structure comparison 
measures which are computed as: 

     μ μ
μ μ              (8) 

     σ σ
σ σ              (9)

     σ
σ σ            (10) 

where x and y  correspond to two different signals that we would like to match, i.e. two different 
blocks in two separate images, 𝜇𝜇𝑥𝑥  , 𝜎𝜎 𝑥𝑥  , and 𝜎𝜎𝑥𝑥𝑦𝑦 the mean of x , the variance of x , and the 
covariance of x and y respectively, while C1, C2, and C3 are constants given by 
                (11) 

               (12) 
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                (13) 

L is the dynamic range for the sample data, i.e. L = 255 for 8 bit content and K1<<1 and K2<<1 
are two scalar constants. Given the above measures the structural similarity can be computed as 

      ∝   β   γ         (14) 

where  ,  , and  define the different importance given to each measure. The MS-SSIM 
metric, on the other hand, is an extension of the SSIM which computes these measures at various 
scales and combines them using an equation of the form: 

      ∝    β   γ            (15) 

where M corresponds to the maximum scale we have used for our computation, while j=1 
corresponds the original resolution of the image. In general, it is considered that these metrics 
perform as well as or better compared to PSNR and are used in several applications for video 
quality evaluation purposes.  The SSIM between the reconstructed images can be calculated and 
expressed in table 3.3.  

Table 3.3 SSIM between Compressed and Original image 
 

 

 

 

 

 

 

 

 

 

 

The above table indicates the SSIM of the algorithm in compare with the Standard Huffman 
Coding and the is the difference in value i.e. deviation is positive in all cases but deviation for 
Cup.jpg, Mandi.tif is very high in compare to others which clarifies that the comparison for the 
PSNR is also similar i.e. for the image whose brightness is equally distributed Canonical 
Huffman coding is better than that of Standard Huffman Coding. DCT (Discrete Cosine 
Transform) is normally performed in 1D or the 2D images but the color image is the 3D in 

S.N. File Name SSIM 
(Huffman) 

SSIM 
(C.Huffman) 

Deivation 

1 Lenna.jpg 0.770179 0.524919 0.245260 
2 Peppers.png 0.878744 0.198670 0.680074 
3 Onion.png 0.826239 0.454548 0.371691 
4 Cup.jpg 0.879213 0.152794 0.726419 
5 Shreeram.jpg 0.763804 0.350797 0.413007 
6 Anime.jpg 0.838720 0.239147 0.599573 
7 Redeyes.jpg 0.968745 0.276311 0.692434 
8 Mandi.tif 0.771977 0.069928 0.702049 
9 Cameraman.tif 0.819090 0.530060 0.289030 
10 Pout.tif 0.855995 0.597100 0.258895 
11 Tire.tif 0.791400 0.285017 0.506383 
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The above table indicates the SSIM of the algorithm in compare with the Standard Huffman 
Coding and the is the difference in value i.e. deviation is positive in all cases but deviation for 
Cup.jpg, Mandi.tif is very high in compare to others which clarifies that the comparison for the 
PSNR is also similar i.e. for the image whose brightness is equally distributed Canonical 
Huffman coding is better than that of Standard Huffman Coding. DCT (Discrete Cosine 
Transform) is normally performed in 1D or the 2D images but the color image is the 3D in 

S.N. File Name SSIM 
(Huffman) 

SSIM 
(C.Huffman) 

Deivation 

1 Lenna.jpg 0.770179 0.524919 0.245260 
2 Peppers.png 0.878744 0.198670 0.680074 
3 Onion.png 0.826239 0.454548 0.371691 
4 Cup.jpg 0.879213 0.152794 0.726419 
5 Shreeram.jpg 0.763804 0.350797 0.413007 
6 Anime.jpg 0.838720 0.239147 0.599573 
7 Redeyes.jpg 0.968745 0.276311 0.692434 
8 Mandi.tif 0.771977 0.069928 0.702049 
9 Cameraman.tif 0.819090 0.530060 0.289030 
10 Pout.tif 0.855995 0.597100 0.258895 
11 Tire.tif 0.791400 0.285017 0.506383 

structure which consists of three 2D planes so it was problem to perform DCT in color image. 
Since DCT only works on the 1D or 2D structure i.e. images so to generate the fractal image the 
color images are to be convert into gray scale image i.e. conversion of the 3D image into 2D 
image. But the problem is to covert the   gray scale image into color image which is near to 
impossible as the gray scale image do not contain the full information of the color that is required 
for the color image.  The example for presenting the above problem is expressed from the 
reconstructed image of Onion which represent original image of the onion. Some of the method 
to convert the gray scale image can be expressed as the use of color map function, ind2rgb, remat 
etc. 

   

 

 

 
 

Fig 3.20: Original Image                      Fig 3.21: Gray Scale Image 

When the gray scale image is to be converted into color image we are to use the colormap 
function as prescribed by Matlab works but Pseudo color effect is seen the converted image 
which doesnot support on the reconstruction of color image.  

 
 

 

 

 

 
 

Fig 3.22: Pseudo color effect 

ind2rgb is another function of the Matlab function to convert grayscale image to color but  as 
same as colormap function this also provided same effect i.e. Pseudo color effect is seen the 
converted image. remat is also is another function which can be used to convert the grayscale 
image to color image  as prescribed by Matlab works but no change is seen in converted image 
which can be expressed in image (Fig. 3.23). 
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Fig 3.23: No changes in converted image     Fig 3.24: DWT of an image 

So, as the process to convert the gray scale image is nearly impossible so the solution is just to 
apply the DCT on the Color image by dissociating the 3D color image into three different plane 
of 2D i.e. XYZ in to XY, XZ and YZ. And performing DCT in these three planes separately and 
combines it to single which is equivalent to DCT in 3D.  DWT (Discrete Wavelet Transform) is 
generally used for the images after JPEG 2000 and DCT is used for the image before JPEG 2000. 
When DWT is applied in a image it provides the 4 sectioned image i.e. LL, LH, HL, HH, where 
most of the color information is accounted in the LL image or the section and other remaining 
three section consist of the gray scale image. Since the color component consist of three plane in 
it example RGB so it is again to be broken into 3 plane for performing Huffman coding which 
makes total of six images of single level decomposition of DWT which increase the complexity 
of algorithm. So in this research instead of the DWT DCT is used. The DWT of an image is 
expressed in Fig. 3.24. 

4. Conclusion 

In this research about eleven images are tested for  compressing using Standard Huffman Coding 
and the Canonical Huffman  Coding where the Standard Huffman Coding is the accounted for 
verification and validation of the Canonical Huffman Coding. Form this research we can 
conclude that the Canonical Huffman coding is seems to be better for the compression ratio and 
for compressing the images whose brightness are equally distributed and there will not be so 
much over head in reconstruction of image than that of Standard Huffman Coding. 

This research is based on the entropy coding to encode the image using Canonical Huffman 
coding. This research covers the most of the aspect of the encoding as well as some extent of 
decoding besides this the research has some of its limitations which can be expressed as, the 
Canonical Huffman coding is better for compression that that of the Standard Huffman coding 
but Reconstructed Image is not so efficient that is given by Standard Huffman coding and 
Canonical Huffman Coding Depends on Standard Huffman coding for code construction and 
reconstruction. For efficient reconstruction of the image better optimum algorithm can be 
implemented. The brighter images can be utilized in the Canonical but it provides some 
undesirable result which can be reduced by using the Hexadecimal numbers for the generated 
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and the Canonical Huffman  Coding where the Standard Huffman Coding is the accounted for 
verification and validation of the Canonical Huffman Coding. Form this research we can 
conclude that the Canonical Huffman coding is seems to be better for the compression ratio and 
for compressing the images whose brightness are equally distributed and there will not be so 
much over head in reconstruction of image than that of Standard Huffman Coding. 

This research is based on the entropy coding to encode the image using Canonical Huffman 
coding. This research covers the most of the aspect of the encoding as well as some extent of 
decoding besides this the research has some of its limitations which can be expressed as, the 
Canonical Huffman coding is better for compression that that of the Standard Huffman coding 
but Reconstructed Image is not so efficient that is given by Standard Huffman coding and 
Canonical Huffman Coding Depends on Standard Huffman coding for code construction and 
reconstruction. For efficient reconstruction of the image better optimum algorithm can be 
implemented. The brighter images can be utilized in the Canonical but it provides some 
undesirable result which can be reduced by using the Hexadecimal numbers for the generated 

Huffman code in case of the length of the Huffman code which can be also easily decode can 
provide better PNSR, SSIM and Compression ration as well as visually appealing images. 
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