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Abstract

A spatial resolution decision based trimmed moving window filtering method has been proposed for salt and
pepper noise removal. It provides a criterion for the selection of neighboring pixels based on the probabilities of
local and global occurrences of grey levels of noisy image. It workswell for the high noise densities up to 90% and
contributes very effectively in estimating the true or near to true values of the original image. In order to measure
the quality of image, well known quantification measures SSIM and PSNR are used. The method is compared with
other existing techniques and shows that it outperforms other methods in terms of PSNR.
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I ntroduction

Bit errors created during image transmission and
acquisition lead to creation of impulse noise. There
existsimpul se noise of two types: oneiscalled random
valued impulse noise and the other oneis categorized
as salt and pepper noise. Only two grey level values;
maximum or minimum can be taken by the salt and
pepper noise. For imagesthat have been contaminated
by salt and pepper noise, many nonlinear filters have
been proposed for the restoration of image. Among
these non linear filters, standard median filter hasbeen
proved to be very effectiveto preservethe edge details
after the removal of salt and pepper noise. However
in case of high noise densities, standard median filter
(MF) does not effectively eliminatethe salt and pepper
noise as described by Astola & Kuosmaneen (1997).
Up to 50% of noiselevels standard median filter can
preserve the edges detail. For densities of low noise,
adaptive median filter proposed by Hwang and
Hadded (1995) isquite effective but thewindow size
increment resultsinimage blurring asfar asdensities
of high noiseis concerned.

Among the category of decision based methods,
switching median filters (Ng & Ma 2006, Zhang &
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Karim 2002) are dependent on a predefined val ue of
threshold but mainly its disadvantage is designing of
arobust decision whichisvery difficult to do. Because
these filters do not take into consideration the local
features, therefore, the details of image are not
satisfactorily preserved regarding noise of high density.

Decision based algorithm (DBA) (Srinivasan &
Ebenezer 2007) has been presented to solve this
problem. It uses a window of 3x3 sizes. It gets
processed if the considered pixel value is 0 or 255
otherwiseit isnot changed. When the density of noise
ishigh the neighboring pixels constitute the values of
0 and 255 henceyielding the median values 0 and 255
which is noise. In this case the repeated selection of
neighboring pixels produce streaking effect (Jayaraj
& Ebenezer 2010). Decision Based Un-symmetric
Trimmed Median Filter (DBUTM) (Aiswarya et al.
2010) has been proposed to handlethislimitation. This
algorithm also creates problem of finding trimmed
median filter in case of high densities when all the
neighboring pixels constitute the values 0 and 255.

The proposed filter provides a flexible criterion for
the selection of neighboring pixelsevenin case of high
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noise densities using thelocal and global occurrences
of grey levels. If pixel under processing is0 or 255 it
is processed otherwise left unchanged. It excludesthe
noisy pixelsexisting in neighboring pixels of moving
window. The neighboring pixel selected for the
replacement of centered noisy pixel is based on the
neighboring pixel that contains the maximum sum of
probabilities of local and global occurrence. As
compared to the presented algorithms of filtration,
better values of SSIM and PSNR are obtained by it.
The paper is written in the sequence: proposed work
is presented in section 2 and image fidelity measures
that are used to quantify the image are discussed in
section 3. Section 4 includesthe results of experiments
aswell as a discussion on these results.

M ethodol ogy

The proposed method is categorized as spatial
resolution decision based trimmed moving window
filtering technique. It utilizes the sum of probabilities
of local occurrences of grey levelsin moving window
and global occurrences of grey levels in the whole
image. A constant window size of 3x3istakento save
the execution time and efficiency of method. Local
and global grey levelshelpinrestoring the noisy image
by selecting the existing grey levelsinthewholeimage
as a selection indicator of selectable value for noisy
pixel replacement. It preservestheimage smoothness,
details and integrity.

Noise M odel

Many kinds of noise can exist inimages as aresult of
applying different procedures on them like
compression, data transmission and acquisition etc.
Among all these types of noise, impulse noise is
categorized asthe most popular and common one. This
noiseactually changesthe pixelsintensitiesof animage
up to some maximum or minimum range of intensities.
Noise model used in the proposed approach is as
described in (Junez-Ferreira et al.ss ). Let X, ;s for
(i, DoA, whereA {1.......... R} x{1......... C}, the
intensity value of a pixel of aR xC sized image x at
position (i, j) and let [v  , v__] the dynamic range of
X, i.€., noise corrupted version of X, then the observed
intensity value at position (i, j) of imagey isgiven by

Vg With probalbility o
Vi = Vam with probability b 1)
%y with probabilitvl-a -5
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Wherer = a+ b defines noise density. In thiswork, it
is considered that a= b.

Removal of noisefrom animageisimportant because
of the reason of getting back the approximate original
image after applying the noise suppression process
onit.

Noise Detection

The traditional noise detection approaches used to
apply the noise detection process unconditionally on
al the pixels without taking into consideration that
the pixels are corrupted or not. The result is that the
quality of image gets affected and the uncorrupted
pixels still need to be filtered out. The solution is to
apply some noise detection process before starting the
filtration process so that only those pixels passthrough
the process of filtration which is targeted as
uncorrupted pixels.

The noise detection process presented in the paper is
very simple as shown in Figure 1. By moving the
working window pixel by pixel onall spatia resolution
of image in the Binary Map, each value is observed.
If itiseither equal to the maximum intensity or equal
tothe minimum intensity as defined by the noise model
then it ismarked as noisy pixel (np) and indicated by
‘0’ in binary map. Uncorrupted pixels are indicated
by ‘1’ in binary map. In this case the maximum and
minimum intensities are defined to be ‘255" and ‘0’
respectively. np can be defined by the equation

Flyi)={npiyl j)=10255] @)

Moving Window
Moving window is a mask structure of 3x3 but the
size used in the proposed approach is selected by
summing up thevalues of binary map. Moving window
size (mws) is given by the following equation
303

=5 %

WS = 2 2 My
#=1g=l

Where p represents rows and g represents columnsin
the Binary Map. pp’qisan indication of avaluein the

Binary Map at some row and column.

©)

Praobability of Grey Levels (PG)
In an image of 8-hit, there exist a total of 22 = 256
grey scale levels from 0 to 255. An image density
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probability distribution of the pixels values over the
entire grey scale range is represented by an image
histogram.

Let xbeagrey scaleimage and thegrey level i number
of occurrences be represented by n.. Then the level i
pixel occurrence probability in animageisgiven by:
P(x)i =n/nsuchthat0<i<L

Where an image'stotal pixelsisrepresented by nand
an image'stotal number of grey levelsis represented
by L.

Local Probability of Grey Levels (LPG)

Local probability of grey levels (LPG) is defined as
the probability of occurrencesof grey levelsin moving
window. It can be obtained by dividing the value of
spatial resolution of pixel by size of moving window.
It can be given by the following equation

i
P

LPG(I,LF, q) = (4)
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Fig. Moving Window and Binary Map

Global Probability of Grey Levels (GPG)

Global probability of grey levels (GPG) isdefined as
the probability of occurrences of grey levelsin the
whole image. For an 8-bit image grey level has
dynamic range [0-255] but here ‘0’ and ‘255" are
excluded as indicated nps by noise detection. GPG is
given by the following equation

FPG = RI_C'E xia) for a =1...254 (5)

125

Filtering Scheme

Among the many existing filtering schemes for the
removal of impulse noise, the most commonly used
oneistermed as median filter. Although thisfilter is
quite effective in its working but it performs
maodification on both the noise free as well as noisy
pixelsasaresult of which some necessary detailsalso
get removed from the image.

In order to overcome this limitation of median filter,
many other filtering schemes have been proposed like
pixel wise MAD filter, tri-state median filter and
center-weighted median filter etc. Performance
evaluation of all theseintroduced filtersis dependent
on the detector used in these filters. Moreover, most
of thefiltersdo not remain efficient in casetheimpulse
noise has random values.

Asit is aready mentioned that the proposed method
is characterized as spatial resolution decision based
trimmed moving window filtering technique, therefore
avaluereplacesthe moving window central pixel. This
valueisdecided by afiltering schemethat isdiscussed
here. The steps given below describe the filtering
scheme.

1. Calculate the sum of LPG and its corresponding
GPGfor U, existing inmoving window, itiscalled
selection indicator (SI) as shownin Figure 2 and
given by

SFuw, y=LRFu 1+ GFGu ) fr1=pg =5 (6)

s Terosr 8]
e sl s, 0 o8,
R TIRESRLECY I P S S

b. Comresponding 51
Fig. Moving Window with Its Selection Indicator

2.  Findthemaximumof ‘SI” and index of maximum
isreturned.

ind[p.gq] =ind[max(si)] ()

3.  Finally, the corresponding upqg is selected to
replace the np.

a. Moving Window
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AE= Yidlpg) 8
The above three steps are repeated until al the nps

are replaced by neighborhood value selected by the
abovefiltering scheme.

Image Fidelity M easures

With reference to an original image, different quality
measures are to be cal culated for anoisy image. These
measures include MSE (Mean Square Error), PSNR
(Peak Signal to noise Ratio in dB), MD (Maximum
Difference), AD (Average Difference), NAE
(Normalized Absolute Error) and NCC (Normalized
Cross Correlation) etc.

Selection of appropriate fidelity measures is a
challenging task depending upon anumber of criteria
including guidance of parameter selection, designing
of objective function and making decisions etc.
PSNR (dB), execution time and SSIM (Wang et al.
2004) are used to quantify the quality of imagerestored
by the proposed method.

SSIM index is an improvement on the methods in
which inconsistencies occur because of human eye
perception. It is probably the most effective quality
measure giving quitereliable and comfortableresults.
Task of similarity measurement in exploring structural
information of an image is divided into comparisons
of three types.

o structures(x, y);

o luminancel(X,y);

o contrast c(X, y);

SSIM givesthe equation asfollows (Wang, et al. 2004)

SSIM (x,p) =[x 7)1 [e (2. F [s(x0)) (9)

Where equation 10 to equation 12 give (X, y), 1(X, y)
and c(x, y) respectively and the components
importanceisadjusted by the ci=l, 30, =0 parameters.

E.L'{x z{'{y + Cl

Hxy)=——5——
Hy + ity + 0

(10)
u] =3
Where constant 'y hasthevalue kL for K==l

and mean intensities of original and restored images
respectively are denoted by#t , +4 .
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da oo + O

ol ¥ = (12)

o+ a o+ i,
1] 2

Where constant ', has the value &,L for

X, <=1 andoriginal and restored imagesintensities
have @ y .0 ; asthe standard deviations respectively.

Ty T 05

sixy)= (12)

G;:+Jy+c3

Where constant is denoted by ', and between
original and restored image, the cross correlation is
denoted by T . Parameters are used with the

valueswm=§8=v=1, K=UDLK:=U'ECE=(§'

according to [SSIM] equation. Computation of local
window SSIM is done with a 3x3 sized window
throughout the pixel by pixel.

PSNR isthe most used image quality measurein which
noise is the error given by the process of image
compression. It is an approximation to the
reconstruction quality of what the human perceives.
Although the higher PSNR value indicates the
reconstruction of high quality but it is not the casein
some situations. So, one has to be careful regarding
range validation of thisfidelity measure.

PSNR can be given by the following equation

FPSNR = 1010 gm[ L (13)

MSEJ
In this case, L=255 (maximum dynamic range) for 8-
bit images.

M SE measuresthe average of the square of errorsi.e.,
it computes the difference between what is estimated
and the estimator. In short, MSE is the variance
estimator. It bears the same measurement units asthe
square of estimated quantity.

MSE isgiven by
1
= = o5
MEE RO A (YH—X”)2 (14)

Where ¥;; isthepixel intensity of original image at
location (i, j), and 4% ; isthe pixel intensity of restored
image at location (i, j).
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Results and Discussion

The proposed method has been applied on various
standard 8-bit monochromatic images used in (Weber
1997). All images are of size 512x512. Experimental
results of six images are discussed and shown here as
givenin Figure 3.

Table 1 givesthe PSNR of noisy images and restored
images. Table 2 showsthe execution time of proposed

=

d Barbara

method. SSIM of noisy and restored images is given
inTable3. Table 4 presentsthe PSNR (dB) comparison
of proposed filter with other existing algorithms
(Esakkiragjan et al. 2011) where proposed filter values
are appended in bold facein last column of thetable.
Figure 4 shows the comparison of PSNR (dB) for
proposed filter with other existing techniqueswhereas
noisy images and restored images are shown in
Figure5.

f Goldhill

Fig. 3. Original Images

Tablel. shows that there is almost an increase of 15 (dB) to 22 (dB) of PSNR improvement from noisy image to

restored image.
Table 1. PSNR(dB) of noisy and restored images

Moize
Density 10%% 20%, 30%% A0%% A%
Moisy  Bestored | Moisy  Bestored| Moisy  Bestored | Moisy  Bestored | Moisy  Hestored
Images Image  Image Irnaze  Tmase Imnage  Tmnage Image  Image Itnage Tinage
Lena 3711 57125 34.05 5479 3222 53.49 3102 5342 1o 27
Peppers | 37.14 5197 34.12 5542 3237 5421 3102 5426 012 5258
Baboon | 37.05 5214 34.09 4908 3233 43 04 3108 47 08 n0E 4551
Barbara | 37.05 5402 3408 5328 3232 51.48 3108 a0.53 009 4885
Bioat 3717 5669 34.08 5398 3232 5288 31.08 a0.50 3009 4955
Grold all | 37.00 5687 34.08 5418 32.30 5226 3108 5035 3009 4817
Moias
Denaity A%, TO0%, 20%, Q0%
Lena 2020 a0.13 2283 49 .49 2808 4z 00 2752 45 27
Peppers | 2032 A0.73 28 88 4577 2809 4315 2758 44 .04
Baboon | 2931 42 59 2862 41 .39 2808 3894 27.53 36.63
Barbara | 2928 45,20 288l 4677 2862 44 27 2753 4411
Boat 2030 42 16 2242 44 69 2804 4478 2752 4410
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Table 2. Execution time (sec)

Moize Density 10%: 0% | 300 40 50 AO%: Fini B0%: o0
Lena 131 1% 203 243 295 316 350 359 423
Peyppers 1.26 1.a0 203 254 287 324 3.62 3.96 443
Baboon 1.26 141 1.99 235 N 312 34z 324 421
Barhara 1.63 1.59 204 | 237 274 312 349 385 418
Boat 1.35 147 204 | 235 21 3.08 348 382 428
Croldball 1.15 162 1.94 232 278 316 35 3.00 418
Table 3. SSIM values of noisy and restor ed images
Moise
Dlensity | 10% 20%, 30 A0, 50%,
Moisyw| Bestored | Moisy | Festored| Moisy | Restored | Moisy | Restored | Noisy | Restored
Itnages | Image| Irnage Image | Image Image | Image Immage [ Irmage Immage | Image
Lena D45 [ 099 032 | 097 024 | 094 018 | 0E4 015 | 049
Peppers | 048 [ 0.99 033 | 098 025 | 094 019 | 082 014 | 041
Baboon | 060 [ 096 044 | 092 033 | 085 025 | 072 n01g | 048
Bathara | 055 [ 098 039 | 094 031 | 0Ed 023 | 078 n1g | 041
Boat 047 [ 099 035 | 097 027 | 092 02 033 0lg | 0.59
Groldtall | 043 [ 099 033 | 098 024 | 091 018 | 077 014 | 032
Moaise
Dlensity | 0% 0% 8% Q0%
Lena oo | 033 ooz | 028 0ns | 024 003 | 023
Peppers | 012 [ 028 0oz | 025 00s | 022 0oz | 020
Baboon | 013 [ 036 009 | 030 00s | 026 ong4 | 022
Bathara | 013 [ 0.29 00w | 024 00a | 021 ong4 | 017
Boat 01z | 04s 0n0e | 042 00s | 036 oon4 | 033
Groldtall | 010 | 022 0or o) 019 ons | 018 ooz | 0la
Asdescribedin (Wang, et al. 2004) thevalueof SSIM ~ Valuesnearto Lindicate good image quality. It can be
seen from Table 3 that all resulting outcomesare higher

varies between [0-1], the ideal case is 1. However,
values.

Table 4. Different algorithms PSNR comparison at different noise densitiesfor image of L ena

PaME in dB
Moise Density MF LNF PsF DBL LDBL | MDBUTKEF | Proposed Filter
105 2634 2243 30.22 36.40 36.04 Tm 5125
20 2566 2740 28309 3290 3269 3478 5479
30% 2124 2611 245.52 3015 304 3229 5340
A0 1221 24.40 2249 2840 2240 30.32 5348
S0 1504 23348 1813 2641 2652 2818 5257
a1 11.0% 20.60 12.10 2483 2441 26.43 013
0% 093 1525 024 22684 2247 24.30 4540
2. B68 10.31 a.02 2032 2044 21.70 4299
Q0% f.65 193 6.57 17.14 17.56 1540017 4627
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Fig.4. PSNR (dB) Comparison: Proposed filter and existing techniques
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Proposed method outperforms in terms of PSNR,
SSIM and execution time as from Figure 5 of noisy
and restored images it can be seen that the restored
image quality isvisually very good and image details
and edges integrity are preserved. It can also be ob-
served from Figure 4 that the proposed method
achievesthe highest valuesfor PSNR as compared to
existing techniques. Table 4 also clearly shows the
highest achieved PSNR values of proposed filter that
strengthensits effectiveness and reliability.

PENE=3} 2008
SEII=024

PsMF=34.11dB
SE3II=054

FSME=8. B
EaIMI=0ES

PEXE=31.4&38
SSIhI=0 ED

PENE=31.BMIE
SRSl 02

DENF=51.264E
SEInd=0 01

Fig. 5. Restored image results of proposed method for images L ena, Pepper s, Baboon, Barbar a, Boat and Goldhill

An efficient salt and pepper noise removal method
has been proposed that removes the noise up to 90%
of density and secures very high PSNR and SSIM
values. The proposed approach selects those values
of neighborhood to replace the noisy pixelswhich have
more occurrences in the whole image. In this way it
distributesthe normalized values of grey levelswhile
restoring the image. Image quality obtained is very
good and image details and edges integrity are also
preserved.
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