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Abstract 

Despite significant advances in English question answering using transformer models 

such as Text-To-Text Transfer Transformer (T5), Bidirectional Auto-Regressive 

Transformers (BART), and Generative Pre-trained Transformer (GPT) trained on 

datasets like Standford Question Answering (SQuAD), research on Nepali question 

answering remains limited due to the scarcity of annotated data and fine-tuned models. 

This study presents a comparative analysis of two multilingual transformer models 

mBART and mT5 for Nepali question answering using transfer learning. A translated 

Nepali SQuAD dataset was developed and fine-tuned with both models, incorporating 

data augmentation to address data scarcity. Evaluation using BLEU, ROUGE, 

BERTScore, Exact Match, and F1 Score shows that both models perform well, with 

mBART slightly outperforming mT5. This work provides a foundation for future research 

on Nepali question answering systems. 

Keywords: question answering, standard question answer dataset, multilingual 

transformers, mBART, mT5 

Introduction 

Considering the growing Nepal’s growing digital infrastructure, Nepali-language 

Question Answering (QA) systems have strong potential for applications in government, 

legal, healthcare, education, and agriculture sectors. While transformer-based QA 

systems such as BART, T5, and GPT have achieved significant success in English using 

large datasets like SQuAD, progress in Nepali QA remains limited due to the scarcity of 

large-scale, well-annotated datasets and fine-tuned transformer models. This lack of 

linguistic resources continues to hinder the development of effective Nepali QA systems. 
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This research focuses on Nepali question answering using multilingual transformers 

mBART and mT5, fine-tuned on a custom Nepali SQuAD-style dataset containing 

passages and multiple question-answer pairs. QA systems can be closed-domain, open-

domain, extractive, or generative (Devlin et al., 2019; Ferrucci, 2012; Lewis et al., 2020; 

Manning et al., 2020), and models like mBART, mT5, and GPT have significantly 

improved performance, particularly in multilingual and low-resource language settings 

(Budur et al., 2024). 

The primary objective of this research paper is to evaluate and compare the performance 

of multilingual transformer models, mBART and mT5, for Nepali question answering. 

Specifically, to implement these models for Nepali QA and assess their performance 

using standard evaluation metrics, including BLEU, ROUGE, BERTScore, Exact Match, 

and F1 Score. 

Literature Review 

QA has advanced from rule-based and information retrieval models to end-to-end neural 

network architectures over the past two decades. Transformer-based deep learning 

models have made QA systems more accurate, context-aware, and linguistically robust. 

Early rule-based systems relied on linguistic tools like POS tagging, NER, and syntactic 

parsing, performing well in constrained domains but struggling with scalability, domain 

adaptation, and low-resource languages like Nepali (Abacha &Zweigenbaum, 2015). 

The advent of statistical methods and word embeddings like Word2Vec (Mikolov et al., 

2013) and GloVe(Pennington et al., 2014) enabled deep learning models to capture 

textual semantics, improving performance on NLP tasks, including QA (Mikolov et al., 

2013). Models such as BiDAF(Seo et al., 2016) and DrQA(Chen et al., 2017) benefited 

from these embeddings, achieving strong results on datasets like SQuAD(Rajpurkar et 

al., 2016), but required large task-specific data—challenging for low-resource languages. 

Transfer learning with ULMFiT(Howard & Ruder, 2018), ELMo(Peters et al., 2018), and 

BERT (Devlin et al., 2019) allowed pre-trained models to be fine-tuned on smaller QA 

datasets, enhancing performance even in low-resource languages like Marathi (Amin et 

al., 2023). 

The Transformer architecture (Vaswani et al., 2017) revolutionized NLP by replacing 

RNNs and CNNs with self-attention, efficiently capturing long-range dependencies. This 

foundation led to state-of-the-art models like BERT, RoBERTa, and GPT, supporting 

transfer learning where large-scale pretraining is fine-tuned on smaller, task-specific 

datasets for improved contextual understanding and efficiency (Vaswani et al., 2017). 
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In QA, extractive models like BERT achieved state-of-the-art results on 

SQuAD(Rajpurkar et al., 2016) but were limited for generative tasks. Encoder-decoder 

models such as T5 (Raffel et al., 2020) and BART (Lewis et al., 2020) became popular 

for both extractive and generative QA, producing fluent, contextually relevant answers 

rather than merely extracting text spans. 

For low-resource languages like Nepali, multilingual models such as mBERT, XLM-R, 

and mBART(Liu et al., 2020) enable zero- or few-shot transfer across languages. 

mBART, supporting over 50 languages, excels in both extractive and generative QA via 

cross-lingual transfer (Lewis et al., 2020). Despite limited Nepali QA datasets, translated 

resources like SQuAD and pretrained multilingual models facilitate effective Nepali QA 

systems (Tang et al., 2020). 

mBART (Multilingual BART) is a sequence-to-sequence denoising autoencoder 

supporting over 50 languages, including Nepali (mBART50). Unlike encoder-only 

models like mBERT, its encoder-decoder architecture is well-suited for generative QA, 

combining understanding and answer generation. Fine-tuning mBART on low-resource 

QA datasets leverages knowledge from high-resource languages, yielding promising 

results (Liu et al., 2020). 

mT5, the multilingual version of T5, is a text-to-text encoder-decoder model trained on 

mC4 (multilingual Colossal Clean Crawled Corpus), a large-scale corpus covering 101 

languages (Xue et al., 2021). Its Transformer-based architecture captures multilingual 

semantics and structure, enabling it to generate responses for generative QA tasks in low-

resource languages (Xue et al., 2021). 

Although spoken by over 40 million people, Nepali differs syntactically from English 

and remains underrepresented in NLP research (Gautam et al., 2022). Most Nepali NLP 

work focuses on POS tagging, sentiment analysis, and machine translation, with few 

studies on QA due to limited annotated datasets and pre-trained models. 

Recent efforts, including the FLORES dataset and multilingual benchmarks from 

Facebook AI and Hugging Face, now include Nepali, enabling better evaluation and fine-

tuning of models like mBART(Goyal et al., 2022). 

Multilingual models fine-tuned on translated or synthetic QA datasets can achieve strong 

performance, especially with semantic-aware metrics like BERTScore(Zhang et al., 

2020). Transformer models such as mBART offer a promising approach for QA in low-

resource languages like Nepali (Liu et al., 2020). 
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Methodology 

Data Collection 

This study used the Nepali version of the Stanford Question Answering Dataset 

(SQuAD) obtained from Hugging Face. The dataset is a translated form of the original 

English SQuAD and contains 19,048 Nepali contexts with multiple question–answer 

pairs, formatted in JSON for compatibility with transformer-based models such as 

mBART and mT5. The dataset is used to evaluate and compare the performance of these 

models on Nepali question answering. 

Context: "मखु्यभवनकोसुनकोगमु्बदकोमाथिरानीमररयमकोसुनकोप्रथिमाछ।मखु्यभवनकोछेउमारयसकोछेउमा, 

""थवथनटएडमेओमनसे"" सँगarms upraised with the legend ""Venite Ad Me Omnes"" 

कोप्रथिमाख्रीष्टकोछ।मखु्यभवनकोछेउमापथवत्रहृदयकोbasilica छ।basilicaकोछेउमाग्रोटोछ, 

म्याररअनप्रािथनारप्रथिथबम्बकोस्िान।योLourdes, 

फ्रान्समाग्रोटोकोप्रथिमाहोजहाँरानीमररयमलेसन१्८५८मासेन्टबनाथडेटसुथबरोसलाईदेखापर्थ्यो।मखु्यड्राइभकोअन््यमा 

(रिीनप्रथिमाहरूरसुनकोगमु्बदह दँैजडानगनेप्र्यक्षरेखामा) मररयमकोसरल, आधथुनकढुङ्गाकोप्रथिमाछ।" 

Table 1 

Question Answer Dataset 

S.N. Question Answer 

1. सन ्१८५८ मा लोडथर फ्रान्समा जम्मैले भथजथन मररयम देखाए भन्ने आरोप 

लगाइएको थियो? 

सेन्ट बनाथडेटे सुथबरोस 

2. Notre Dame मखु्य भवनको अगाथड के छ? ख्रीष्टकोप्रथिमा 

3. Notre Dameको पथवत्र हृदयको basilica को संरचना छेउमा छ? मखु्य भवन 

4. Notre Dameको गफुा के हो? माररयन प्रािथना र थवचारको स्िान 

5. Notre Dameको मखु्य भवनको माथिल्लो भागमा के बस्छ? Virgin Mary को सुनौलो 

प्रथिमा 

Data Processing 

Tokenization: Performed using the tokenizer associated with mBART (mbart50Tokenizer) 

and mT5 (mT5Tokenizer), ensuring consistency with the pre-trained vocabulary. 

Data Cleaning: Removed noise, normalized Nepali text, and verified alignment between 

questions and answers.  

Formatting: Prepared the dataset in a format compatible with mBART and mT5 training 

(context + question → answer).  

Data Splitting: The cleaned dataset is divided into training and validation sets, typically 

in the ratio 80% and 20% to evaluate model performance. 
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Model Selection and Fine-Tuning 

Multi-lingual Bidirectional and Auto Regressive Transformer (mBART).mBART is 

a multilingual extension of BART pretrained on large-scale corpora covering 50 

languages, including Nepali, using a Transformer-based encoder–decoder architecture 

(Liu et al., 2020). It employs a denoising autoencoder objective with noise injection and 

sequence reconstruction, enabling strong cross-lingual transfer and making it well suited 

for sequence-to-sequence tasks such as question answering (Liu et al., 2020). 

Multi-lingual Text-to-Text Transfer Transformer (mT5).mT5 extends the T5 

framework to 101+ languages, including Nepali, and is pretrained on the multilingual 

Colossal Clean Crawled Corpus (mC4), enabling strong cross-lingual generalization and 

effective transfer learning for low-resource languages (Gautam et al., 2022). 

Model Setup.Both models were fine-tuned using a parallel setup for consistency and fair 

evaluation.The model architecture for mBART and mT5 is given in Table 2. 

Table 2 

Model Architecture for mBART and mT5 

Features mBART50 mT5 (Small) 

Architecture  Encoder-Decoder  Encoder-Decoder  

Pretraining Task  Denoising Autoencoding  Text-to-Text(Span-Corruption)  

Parameters  ~610M (mbart-large-50)  ~300M  

Tokenizer  SentencePiece SentencePiece 

Pretrained on  50 languages  101 languages  

Language ID Token  Required (eg.<ne_NP>)  Not required  

Tokenization. The mBART50 uses a language-specific token (<ne_NP>) for Nepali, 

while mT5 does not require language tokens. Accordingly, Fine Tuning Parameters are 

presented in Table 3. 

Table 3 

Fine-Tuning Configuration 

Parameter mBART mT5 

Max input length  256 256 

Maxoutput length  64 64 

Batch size  4 4 

Epochs  3 5 

Learning rate  5e-5 3e-5 

Optimizer  AdamW AdamW 

Scheduler  linear linear 
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Hyper-parameter Configuration. Key hyperparameters were tuned for stability and 

efficiency. mBART-large-50 uses 12 encoder/decoder layers (~610M parameters), while 

mT5-small has 8 layers (~300M parameters); both employ shared embeddings and multi-

head attention. Training used masked loss computation (padding tokens = −100) to ensure 

accurate gradient updates. 

Evaluation Metrics. Given the generative nature of the QA system, multiple metrics are 

used to assess both syntactic and semantic quality: BLEU and ROUGE-L for n-gram 

overlap, BERTScore for semantic similarity, and Exact Match (EM) with F1-score for 

token-level accuracy and overlap. 

Results 

Based on the results drawn, a fair comparison of mBART50 and mT5-small for Nepali 

question answering, with both models trained and evaluated under identical experimental 

settings is made. 

Table 4 

Training and Validation Loss 

Metric mBART50 mT5-small 

Best Training Loss  0.0765 0.2442 

Best Validation Loss  0.2080 0.2574 

Training Accuracy  98.22% 95.27% 

Validation Accuracy  96.55% 95.36% 

As shown in Table 4, mBART50 outperformed mT5-small with lower training (0.0765 vs. 

0.2442) and validation loss (0.2080 vs. 0.2574), indicating faster convergence and better 

generalization. It also achieved higher training (98.22% vs. 95.27%) and validation 

accuracy (96.55% vs. 95.36%), reflecting a stronger ability to learn and generalize Nepali 

text. 

Accordingly, evaluation using BLEU, ROUGE-L, BERTScore, Exact Match, and F1 Score 

shows mBART50 consistently outperforming mT5-small. BLEU (0.1738 vs. 0.1370) and 

ROUGE-L (0.0345 vs. 0.0202) indicate better n-gram overlap and coverage of relevant 

context. BERTScore (0.8932 vs. 0.8802) reflects superior semantic alignment, while Exact 

Match (24.73% vs. 19.10%) and F1 Score (39.30 vs. 32.75) demonstrate higher precision, 

recall, and overall answer quality (Table 5). These results highlight mBART50’s stronger 

performance in Nepali QA.  
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Table 5 

Evaluation Metrics 

Metric mBART50 mT5-small 

BLEU Score  0.1738 0.1370 

ROUGE-L  0.0345 0.0202 

BERTScore 0.8932 0.8802 

Exact Match  24.73 19.10 

F1 Score  39.30 32.75 

Discussion 

Results of the study clearly shows that mBART50 significantly outperformed mT5-small 

across all evaluation metrics. The several factors contributed to this superior performance 

are:  

mBART50’s superior performance is attributed to its multilingual pretraining, which 

provides robust linguistic understanding, its denoising autoencoder architecture suited for 

sequence-to-sequence QA tasks, and its larger model capacity, enabling it to capture 

complex patterns in Nepali text. In contrast, mT5-small’s smaller size and simpler training 

limited its ability to match mBART50 in accuracy, loss reduction, and evaluation metrics. 

The sample test generated by two different transformer models; mBART and mT5 on 

question answering system for Nepali text are shown in Figure 1 and 2. 

Figure 1 

Test Sample Generated by mBART 

 

 

COMPARATIVE ANALYSIS OF TRANSFORMER MODEL: Shrestha et al.   117 



 

 

Figure 2 

Test Sample Generated by mT5 

 

Conclusion 

Experimental results show that mBART50 outperformed mT5-small across nearly all 

metrics. mBART50 achieved higher training and validation accuracy (98.22% and 96.55% 

vs. 95.27% and 95.36%) and lower training and validation loss (0.0765 and 0.2080 vs. 

0.2442 and 0.2574), indicating better convergence and generalization. Standard NLP 

metrics also favored mBART50, with higher BLEU (0.1738 vs. 0.1370), ROUGE-L 

(0.0345 vs. 0.0202), BERTScore (0.8932 vs. 0.8802), Exact Match (24.73 vs. 19.10), and 

F1 Score (39.30 vs. 32.75), demonstrating superior answer quality. These results suggest 

mBART50 is better suited for Nepali QA, likely due to its multilingual encoder-decoder 

architecture and pretraining aligned with Nepali language structure.In conclusion, both 

models show the potential of multilingual transformers for low-resource languages, but 

mBART50 is more effective for building high-quality Nepali QA systems. 
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