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Abstract 

Shadow removal has many applications in computer vision and shadow-free images have better visual quality. In recent studies, 

deep learning-based CNN models have shown better performance than traditional approaches to shadow removal. GAN takes the 

advantage of two independent neural networks. This study about shadow removal is implemented using GAN. Shadow removal is 

divided into two tasks: detection and removal. The two sub-networks stacked upon each other are based on conditional GAN. The 

input shadow image 256*256 is fed to the first generator network to produce a shadow mask, which is input to the second generator 

network along with a shadow image to obtain a shadow-free image. 
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1. Introduction 

Shadows are formed when the path of light is ob-
structed by an opaque object, creating an area of re-
duced illumination on the surface opposite to the 
source of light. The shadow of an object in the image 
can distort the appearance, shape, color and texture of 
the other object in the same image. Removing shad-
ows in an image is of great interest in computer vision 
tasks such as image segmentation, object detection and 
object tracking. Shadow can affect the accurate analy-
sis of images and the performance of algorithms that 
depend on consistent lighting conditions. 
The traditional method of detecting shadows used 
color, texture and geometric properties to differentiate 
between shadow and non-shadow regions. Deep learn-
ing methods have revolutionized the field of computer 
vision as they can automatically learn relevant features 
from the data, allowing them to capture complex pat-
terns and relationships.  
Generative Adversarial Networks have emerged as a 
powerful tool for image-to-image translation tasks. A 
GAN consists of two networks: a generator that pro-
duces images resembling real data and a discriminator 
that distinguishes real from fake images; both net-
works improve iteratively as the generator learns to 
create more realistic images, while the discriminator 
becomes better at distinguishing real images from the 
generated ones in a continuous cycle of mutual train-
ing. Conditional GAN is a type of GAN where both 
the generator network and the discriminator network 

receive additional Conditioning variables. The gener-
ator network in this work is based on U-net architec-
ture, which excels in image segmentation tasks, and 
the discriminator network is based on a convolutional 
neural network. Two tasks are to be done in this pro-
posed work: shadow detection and shadow removal. 
Each task is carried out by stacking two different 
GANs, one for each task. The details of the architec-
ture are explained later in the methodology section. 
In the domain of image analysis, segmentation plays a 
vital role in different applications. One of the pioneer-
ing contributions to the segmentation task is the intro-
duction of U-net [10]. The U-Net architecture has a 
unique structure, combining contracting and expan-
sive paths with skip connections, demonstrating im-
pressive image segmentation capabilities by effec-
tively capturing local details and global context, 
thereby addressing complex structure segmentation 
challenges. Different modifications and architectures 
have been used based on deep-learning neural net-
works for shadow detection and removal from the im-
age. One of the extensions is the use of multiple 
stacked GANs. [2] Uses conditional GAN-based two 
different for shadow detection and removal. The first 
GAN aims to identify shadow region and the second 
GAN focuses on shadow removal, utilizing the result 
from the first stage to guide the removal process. The 
study [1] uses GAN to generate realistic image shadow 
patterns. Thus, generated shadow images are used as 
supplementary data to train the removal process. This 
model uses different sub-networks: shadow generation, 
shadow removal, and enhancement, which are inter-
connected to each other. The study in [3] highlights the 
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relationship between shadow detection and removal 
by integrating both tasks in the GAN framework. It 
uses multiple generators and discriminators to demon-
strate better performance. The first stage uses GAN to 
detect shadow, and the generator aims to produce 
shadow-free images. and the result is used to guide the 
second stage for producing shadow-free images. The 
[5] uses conditional GAN for accurate shadow detec-
tion. The use of conditional information has produced 
better performance. The study in [6] presents a novel 
approach to remove shadow from images using un-
paired data. The framework consists of two compo-
nents: a generator network to remove the shadow from 
input images and a mask predictor that predicts the 
shadow mask in the image, which ultimately guides 
the removal process. The collaboration between the 
two components produced an effective result.  The 
study in [11] extended the U-net architecture for better 
performance.  It uses multiple U-net sequentially 
connected for improved results. 
Thus, stacking U-net models can increase the net-
work's overall capacity, allowing it to capture the in-
tricate patterns and details in the image. Each U-net 
model used in each stage helps to specialize in differ-
ent aspects of the task. This adaptability helps to deal 
with a wide range of objects, sizes, and textures. The 
model gains access to diverse contextual information 
by combining predictions from different stack levels. 

2. Materials and Method 

2.1 Block Diagram 

The architecture comprises two sub-networks based 
on conditional GAN for shadow detection and re-
moval. The block diagram is illustrated below: 

 

Figure 1: Block diagram of the model 

2.2 Network Architecture 

2.2.1 The Generator  

The generator network on both GANs is based on U-
Net Architecture. Both the generator networks G1 and 
G2 have the same U-net architecture except for the 

number of inputs and outputs. The first generator net-
work takes an input image of dimension 256*256*3.   
Each network comprises convolutional blocks fol-
lowed by Leaky ReLU activation in the contracting 
path and ReLU activation in the expanding path of U-
net architecture. The U-net architecture of G1 is shown 
below, with the number of output channels and input 
channels in each layer. 
The first generator network is trained to produce the 
shadow mask. Thus, it takes 3 channel inputs and pro-
vides 1 channel output. The input for generator 2 is the 
combination of the shadow image and the output from 
the first generator. Thus, the number of input channels 
for the second generator network increases to 4. It pro-
duces 3 channel outputs and the architecture for G2 is 
also the same as in Figure 2, except for the number of 
input channels. 

 

Figure 2: U-net based Generator (G1) 

2.2.2 The Discriminator 

The discriminator network for both networks is based 
on the Convolutional Neural Network. The discrimi-
nator network uses multiple convolutional layers to 
distinguish between real and generated images. The 
discriminator network consists of four convolutional 
layers activated with the Leaky ReLU activation func-
tion. Both discriminators D1 and D2 have the same ar-
chitecture except for the number of input channels for 
the discriminator network. The architecture for dis-
criminator D1 is shown below: 
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Figure 3: Architecture for Discriminator D1 

The Discriminator D1 differentiates between the 
ground truth shadow mask and the shadow mask gen-
erated by the generator 1. Thus, it takes 4 channel in-
puts. The second discriminator network takes an addi-
tional 3-channel input of shadow-free image along 
with the first discriminator network, increasing dimen-
sionality to 7-channel input. D2 compares the output 
from the stacked network with the real shadow-free 
image. 

2.3 Dataset and Preprocessing: 

This study uses the publicly available dataset Image 
Shadow Triplets Dataset (ISTD), which contains im-
age triplets of shadow and shadow-free image and 
shadow masks. The image size is 286*286. A random 
flip is done for data augmentation.  

2.4 Training Details 

The results are obtained by implementing the training 

parameters as follows: 

Image size: 286*286 
Input image size: 256 * 256 * 3 
Learning rate: 2 e-4 
Optimizer: Adam Optimizer 
Discriminator and Adversarial loss: Binary cross en-
tropy with logit loss 

3. Results and Discussion 

The output image obtained in the different training 

steps for different images is shown below. The first 

row of images is the shadow images (input), the sec-

ond is the ground-truth shadow images, and the third 

is the shadow-free images generated by our model. 

The corresponding shadow mask and generated 

shadow mask are also shown below: 

 

 

Figure 4: 100th training step 
 
Initially, the generated shadow-free image looks simi-
lar to the shadow image and the shadow is only par-
tially removed in Figure 4. 

 

 

Figure 5: 500th training steps 

With the progression of the training step, the shape of 
the detected shadow looks similar to the ground truth 
shadow mask. The amount of shadow in the generated 
image is significantly removed. 
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Figure 6: 1450th training step 

In the fig above, the detected shadow looks similar to 
the real shadow mask, and the image's shadow is com-
pletely removed. 
The similarity index between the real shadow-free im-
age and the ground truth image is shown below:  

 

Figure 7: SSIM between ground truth and shadow re-

moved image 

The Discriminator vs. Generator loss for the first 1450 

training steps is shown below: 

 

Figure 8: generator and discriminator loss with respect 
to epochs 
 
The generator and discriminator loss are shown in Fig-
ure 8. In the beginning, the generator loss is high, but 
with the progression of iteration, it decreases. As the 
generator is not properly trained initially, the discrim-
inator loss is low as it quickly learns to differentiate 
between real and fake samples. The generator and dis-
criminator loss have variances as they compete against 

each other. 

4. Conclusions 

The proposed approach of using conditional GAN 
with interconnected sub-networks demonstrated 
promising results. Shadows are significantly removed, 
revealing the true colors and details previously ob-
scured. The use of U-net architecture ensures the fine 
details of the image are preserved. The generated im-
ages seem realistic in appearance. 
Despite promising results, challenges like complex 
scenes, such as the shadow overlapping objects with 
similar colors, have led to occasional artifacts. The 
training procedure with multiple U-net generators has 
computational complexity. 
In conclusion, using conditional GAN with multiple 
U-net architectures in the generator effectively re-
moves shadow from the image. The inclusion of con-
ditional information in the GAN framework provided 
guidance for shadow removal. Reducing computa-
tional complexity is the potential area for further re-
finement. 
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