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Abstract 

Forecasting of vehicular population is a critical process that entails predicting future values based on analyzing past 

trends and considering explanatory variables, such as economic and demographic factors. This becomes especially 

vital in the context of Nepal, where the accurate prediction of the future growth of the vehicular population is para-

mount for achieving sustainable transportation systems.  This study employs three distinct forecasting methods: 

trend line analysis, econometric analysis, and time series analysis. These methods have been rigorously evaluated to 

assess their respective levels of accuracy in predicting Nepal's vehicular population. Notably, the results from time 

series analysis, particularly the ARIMA model, have demonstrated a remarkable level of precision compared to the 

traditional trend line and econometric analysis approaches. The superiority of the ARIMA model underscores its effi-

cacy as the preferred method for accurate vehicular population forecasting, providing a reliable foundation for future 

planning and policy implementation.  The forecasted figures for Nepal's vehicular population indicate anticipated 

counts of 8,914,793 for 2030 AD, 1,482,842,6 for 2040 AD, and 2,203,801,2 for 2050 AD. These predictions offer 

transportation planners invaluable insights for the effective implementation of new projects, ensuring that resources 

are optimally allocated and transportation sustainability is realized.  
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1. Introduction 

In recent decades, the growth of the vehicular 
population has become increasingly problematic 
due to the inability of the existing road network 
to handle the demand, resulting in social and 
economic inconvenience. Knowledge of future 
traffic flow is essential in planning, implementing, 
and developing a transportation system. It also 
helps in its operation, management and control[1]. 
Traffic forecasting is the process of predicting 
how vehicles will move on a particular road or 
network of roads in the future. To do this, histori-
cal traffic data is analyzed and factors such as 
population growth, land use patterns, and eco-
nomic conditions are considered. Traffic forecast-
ing plans transportation infrastructure, improves 
traffic flow, and reduces congestion. It also plays 
a crucial role in transportation policy and deci-
sion-making by informing stakeholders of the 
potential impacts of different transportation pro-
jects. Furthermore, forecasting is necessary for 

conducting economic analyses related to trans-
portation projects [2]. 
The growth of the vehicular population has be-
come quite challenging in the metropolitan cities 
of Nepal, and the urban streets of Nepal have 
faced congestion problems. Forecasting vehicular 
numbers is the prime concern for infrastructure 
planners and Engineers as it is essential for plan-
ning and developing infrastructure projects relat-
ed to transportation and its networking. Accurate 
estimation of vehicular growth in a region is es-
sential for transportation planning, implementa-
tion of traffic rules and regulations, pavement 
design, environmental concerns and other road 
infrastructure elements. Predicting vehicular 
growth is an essential factor for efficient planning 
of future road networks. Developments in auto-
mobile technology and the rise in vehicles on the 
streets have made traffic management quite chal-
lenging [3]. 
This paper includes forecasting of the vehicular 
population of Nepal based on the past trend of 
vehicular growth. The three methods adopted are 
Trend Line Analysis, Econometric Analysis and 
Time Series Analysis.  Among these methods, 
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the level of accuracy is questionable to the esti-
mators or researchers. Based on the accuracy lev-
el, suitable methods are selected for the future 
prediction of Nepal's vehicular population. 

1.1 Problem Statement and Objective of the 
Study 

Transportation infrastructure projects like high-
ways, bridges, and tunnels are designed to ac-
commodate a certain traffic volume level. Accu-
rately forecasting the expected growth in vehicu-
lar population is crucial for determining these 
infrastructure projects' appropriate size and ca-
pacity. However, inaccurate forecasts can lead to 
overestimation or underestimation of traffic vol-
ume, resulting in over or under-designing of the 
infrastructure and finally to wastage of resources. 
This study concludes the following two objec-
tives: 
• To evaluate the effective forecasting tech-

nique for the growth of Nepal's vehicular 
population. 

• To predict the anticipated figure of vehicular 
population for the target year. 

2. Literature Review 

In the context of Nepal, past research has mainly 
concentrated on short-term forecasting [4] and 
the traffic volume levels of the Kathmandu Ring 
Road have been predicted using a multiplicative 
decomposition forecasting model. Frequently 
used forecasting models such as ARIMA, 
SARIMA, etc., require extensive traffic data col-
lection, which may not be feasible for predicting 
the short-term traffic volume. Approximate non-
parametric regression method, traffic forecasting 
is a process predicting a dynamic variable [5]. 
That is why several approaches may be adopted 
for traffic forecasting depending upon the situa-
tion at hand. Although there can be various traffic 
volume forecasting methods, three of the most 
relevant methods were chosen for comparative 
analysis in this study due to data availability con-
straints. 
Research conducted in India demonstrated the 
implication of three different analyses of traffic 
forecasting, i.e., trend line analysis, econometric 
analysis, and time series analysis, on data from 
the past 25 years. It forecasts the traffic volume 
after ten years. They considered vehicular popu-
lation, per capita income, gross national product, 
and people. The research paper concluded that 
econometric and time series analyses are more 
accurate than trend line analyses. The study sug-

gested that trend line analysis may be suitable for 
long-term forecasting [6]. The econometric mod-
el has vital significance in the transportation sec-
tor. The study of the air passenger demand model 
shows a strong statistical correlation between 
GDP, tourist arrivals, and passenger air transport 
demand [7]. 
The research paper titled "Growth Rate of Motor 
Vehicles in India - Impact of Demographic and 
Economic Development" explores the factors 
influencing the rapid growth of motor vehicles in 
India. The study finds that economic develop-
ment, population growth, and urbanization con-
tribute to increasing motor vehicle ownership. 
The rise in personal vehicles, driven by economic 
factors such as rising incomes, has led to con-
cerns regarding environmental impacts and strain 
on urban transport infrastructure [8]. 
A study addresses the challenge of requiring a 
large amount of data when using the ARIMA 
model by introducing a seasonal ARIMA 
(SARIMA) model, which can be used with lim-
ited data. The study focused on traffic flow in a 
specific roadway section in India, and the re-
searchers developed a SARIMA model to fore-
cast the traffic volume data. The model's predic-
tions were compared with the actual data, and the 
mean absolute percentage error (MAPE), which 
fell within an acceptable range [9], was calculat-
ed. 

3. Methodology 

The methodology for the study was designed or 
developed with a series of steps extracted from 
the previous literature review of the eminent is-
sues that confront traffic forecasting with mini-
mum errors that might distort the evaluation out-
come. 
The period selected for the collection of data is 
1989-2019. The necessary data for this study are 
Vehicle Population, Population, Gross National 
Product, Gross Domestic Product, Per Capita In-
come, and Labor Force. The prediction for 
Nepal's vehicular population has been made for 
the target years 2030, 2040, and 2050 AD. These 
predictions provide anticipated vehicle numbers 
for these specific years and can serve as valuable 
inputs for transportation planners when imple-
menting transportation projects effectively. 
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Figure 1. Flowchart of Research Methodology 

 
3.1 Data Collection 

For vehicle registration, the Vehicle & Transport 
Management Act, 2049 (1992) and Vehicle & 
Transport Management Rule, 2054 (1997) of Ne-
pal classify vehicles into the following 5 main 
categories based on size and capacity as in Table 
1. 
The variables used in this analysis are vehicular 
population, PCI (Per Capita Income), GNP 
(Gross National Product), Population, and GDP 
per capita. Trend line analysis was performed 
using two variables i.e., Vehicular population and 
Gross national product [6], and similarly for 
econometric analysis population and per capita 
income have been selected as independent varia-
bles. This  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
choice is based on the understanding that an in-
crease in population is likely to contribute to the    
growth of the vehicular population. As the overall 
population expands, there tends to be a corre-
sponding rise in private vehicle ownership. Addi-
tionally, the inclusion of per capita income as an 
independent variable is motivated by the expecta-
tion that increasing individual income levels will 
boost people's purchasing power. This, in turn, is 
anticipated to result in a higher vehicular popula-
tion, as individuals with higher incomes are more 
likely to acquire vehicles. Therefore, these varia-
bles are considered essential factors in predicting 
and understanding the trends in the vehicular 
population in Nepal.  These data are collected 
from a few sites like the CEIC global database, 
Ministry of Finance, World Bank, Macrotrends, 
and Economic Survey 79/80 as in Table 2. 
 

  

Data collection including vehicular population, GNP, 

PCI, GDP, population 

 

Data Analysis 

 

Trend Line Analysis: 

Log (T) = a*log (GNP) + 

b 

 

Time Series Analysis: 

The Box and Jenkins methodology 

using ARIMA approach 

 

Econometric Analysis: 

Multiple regression analy-

sis using SPSS 

 

Comparision and Evaluation of ef-
fective forecasting techniques 

 

prediction of Nepal's vehicular popu-

lation for the target year 
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Table 1. Number of Vehicles of all Category 

Source: Department of Transport Management (DoTM), 2021; Nepal in Data; CIEC Global Database, 2022 [10-12]

.   

Year 
Heavy and 

medium-

sized vehicle 

Light 

vehicle 

Two-

wheeler 

Tractor 

and 

power-

trailer 

Three-

wheeler 
Others Total 

Vehicular 

Population 

(T) 

                  
1989 10330 23414 34576 5417 2359 102 76198 76198 
1990 1292 2790 5697 965 856 1549 13149 89347 
1991 2055 3092 9336 1342 1207 435 17467 106814 
1992 2097 2451 8513 751 62 381 14255 121069 
1993 2908 3170 10550 1396 213 372 18609 139678 
1994 2479 3126 11401 1814 241 353 19414 159092 
1995 1637 4056 12357 2183 117 58 20408 179500 

1996 1515 4696 15739 1278 185 352 23765 203265 
1997 2190 4269 12306 1265 344 51 20425 223690 
1998 1850 2526 17090 2248 388 37 24139 247829 
1999 1323 3769 19755 2542 789 102 28280 276109 
2000 2474 5402 29291 3519 232 77 40995 317104 
2001 2666 4854 36117 3189 248 86 47160 364264 

2002 2225 3436 29404 2485 17 43 37610 401874 
2003 2687 8200 26547 2191 16 58 39699 441573 
2004 2345 5650 31273 1374 48 21 40711 482284 
2005 3827 5843 44610 635 0 0 54915 537199 
2006 5578 6100 72568 2942 12 1535 88735 625934 
2007 6601 5951 68667 3297 18 206 84740 710674 

2008 6773 7578 83334 4663 20 202 102570 813244 
2009 8387 13193 168707 11460 9 31 201787 1015031 
2010 6666 9995 138907 7937 2 133 163640 1178671 
2011 6399 10036 145135 8413 10 91 170084 1348755 
2012 12017 11081 175381 9795 57 152 208483 1557238 
2013 11233 12962 163945 10070 17 116 198343 1755581 

2014 14030 16762 196383 10524 1541 343 239583 1995164 
2015 17741 34123 267439 9786 14507 169 343765 2338929 
2016 28729 24141 354071 17085 20029 204 444259 2783188 
2017 25468 28245 341623 13396 28534 348 437614 3220802 
2018 26906 27758 282997 12220 19977 380 370238 3591040 
2019 10358 2318 198062 4663 6331 216 221948 3812988 

Total 232786 300987 3011781 160845 98386 8203 3812988   
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Table 2. Data table for Variables used in Analysis 

Source: Ministry of Finance,2079/80; World Bank, 

2023; MacroTrends, 2023; and CEIC Global Database, 

2022. [12-14] 

  

Year Population 
PCI (in 
US$) 

GNP (Billion 
of US $) 

GDP per 
capita            
(US$) 

1989 18445028 200 3.8 191.12078 

1990 18905478 200 3.92 191.8789 

1991 19405504 200 4.08 202.08061 

1992 19938320 190 4 170.58667 

1993 20489975 190 3.94 178.62597 

1994 21040904 190 4.11 193.27951 

1995 21576071 200 4.42 203.98081 

1996 22090352 210 4.69 204.68576 

1997 22584775 210 4.9 217.78795 

1998 23057883 200 4.85 210.61149 

1999 23509964 210 5.05 214.10677 

2000 23941110 220 5.41 229.49029 

2001 24347106 230 5.78 246.72563 

2002 24725627 230 5.86 244.72082 

2003 25080872 250 6.4 252.40243 

2004 25419344 280 7.21 286.15759 

2005 25744500 300 8.02 315.80563 

2006 26066693 330 8.85 346.94525 

2007 26382581 370 9.83 391.38013 

2008 26666576 430 11.58 470.45555 

2009 26883535 480 12.95 478.17318 

2010 27013212 540 14.61 592.4011 

2011 27041220 630 17.13 797.81395 

2012 26989136 760 20.69 804.14232 

2013 26916793 840 23.05 823.35994 

2014 26905978 860 23.74 844.85325 

2015 27015031 870 24.13 901.74967 

2016 27263433 860 24.07 899.52348 

2017 27632681 970 27.23 1048.4538 

2018 28095714 1110 31.52 1178.5259 

2019 28608710 1220 35.2 1194.9574 

2020 29136808 1180 34.59 1147.472 
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4. Data Analysis 

In this process, three techniques were used for to 
compare results: Trend Line Analysis, Economet-
ric Analysis, and Time Series Analysis. 
 

4.1 Trend Line Analysis 

Trendline analysis, also known as trend analysis 
or trend forecasting, is a statistical technique used 
in various fields, including finance, economics, 
and data analysis, to identify and analyze patterns 
or trends in data over time. It involves plotting 
data points on a graph and fitting a straight line or 
curve to the data points to make predictions. 
This assumes a linear relationship between the 
country’s Gross National Product (GNP) and the 
total vehicular population(T) [6]. The data used 
in this analysis is for the years 1990-2009, i.e., 20 
years and the predictions are done for 2014 to 
2019. The equation resulting from the regression 
analysis can be expressed in 
 
𝐿𝑜𝑔(𝑇) = 1.816 ∗ 𝐿𝑜𝑔(𝐺𝑁𝑃) +  4.078    (1)                            
 

 

 

 

 
 
 
 
 
 
 
 
 
Figure 2. Plot between Log(T) and Log (GNP) 

4.2 Econometric Analysis 

An econometric model is a statistical framework 
used to analyze and quantify the relationships 
among economic variables. It combines econom-
ic theory, statistical methods, and real-world data 
to understand and predict economic phenomena. 
Traffic growth is often linked to specific financial 
and demographic factors [15]. These factors in-
clude population size, per capita income, and per 
capita net national product. In this study popula-
tion and per capita income is predictor variables. 
For the analysis, the data was chosen for 21 years 
(1989-2009) and the estimation is done from 

2014 to 2019. The data were subjected to SPSS 
(Statistical Package for Social Science) for multi-
ple linear regression analysis and the following 
result came out: 

𝐿𝑜𝑔(𝑇) = 2.861 + 1.0447 ∗ 10−7 ∗ 𝑃 + 4.9074
∗ 10−6 ∗ 𝑃𝐶𝐼 

                                       (2)   
Eq. (2) shows that Per Capita Income has more effect 
on traffic demand than the country's population. This 
is because higher per capita income often correlates 
with increased purchasing power, which can lead to 
higher demand for personal vehicles. As people's in-
comes rise, they are more likely to afford and desire 
private transportation options. 
Tables 1 and 2 show some important indicators 
defining the model's fitness—the Durbin-Watson 
static ranges from 0 to 4. A value towards 0 indi-
cates positive autocorrelation, a value towards 4 
indicates a negative correlation and a value near 2 
indicates non-autocorrelation. 

Table3. Analysis Model Summary 
 
 
 
 
 
 
 
 
 
Table 4. Coefficient and Significance level 

 
 
 
 
 
 
 
 
Since positive autocorrelation is seen much more 
in practice than negative autocorrelation, the val-
ue in our case is 0.877, which is towards 0, mean-
ing there is approximately positive autocorrela-
tion. Positive autocorrelation indicates that the 
increase observed in a time interval leads to a 
proportionate increase in the lagged time interval. 
The significance value for PCI is 0.000 and for 
the population, it is 0.000 which is less than 0.05. 
This means rejecting the null hypothesis and ac-
cepting the alternative view that a relationship 
shows the independent variables do a good job 
explaining the variation in the dependent variable. 
Also, we can see the f-change value is 4207.787, 
ranging from zero to positive infinity depending 
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upon the degree of freedom. A larger value of f-
change indicates a more substantial improvement 
in model fit.  
The Histogram(fig.4) is a frequency plot obtained by 
placing the data in regularly spaced cells and plotting 
each cell frequency versus the center of the cell. This 
graph is used to verify that the residuals are normally 
distributed, as is assumed by the regression model. 
Due to fewer observations, a perfect average graph 
has not been obtained here but the plot seems to sug-
gest a normal distribution of residuals. Hence, the 
error terms can be said to be normally distributed. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Normal P-P plot regression standardized 

residual 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Residual Histogram 

 
The "N" condition of the linear regression model 
is that the error terms are normally distributed. A 
normal probability plot of the residuals is a scat-
ter plot with the observed cumulative residual of 
the normal distribution on the x-axis and the ex-
pected cumulative residual of the residuals on the 
y-axis as shown in fig.3.The relationship between 
the theoretical percentiles and the sample percen-
tiles is approximately linear. Therefore, the nor-

mal probability plot of the residuals suggests that 
the error terms are indeed normally distributed. 

4.3 Time Series Analysis 

Time series analysis involves studying and un-
derstanding data points collected sequentially 
over time. This data type often exhibits patterns, 
trends, seasonality, and other temporal dependen-
cies not present in cross-sectional data. 
As Box and Jenkins (1976) suggested, ideally at 
least 30 observations are required to perform an 
appropriate Time Series Analysis[16]. The Box 
and Jenkins methodology has been adopted and 
analysis has been done using the Auto-Regressive 
Integrated Moving Average (ARIMA) approach 
[17]. The analysis has been performed on 
STATA.ARIMA combines three key compo-
nents: AutoRegressive (AR), Integrated (I), and 
Moving Average (MA). Each component ad-
dresses a specific aspect of the time series data. 
Combining these components, the ARIMA model 
is expressed as ARIMA(p, d, q), where: 

• 'p' represents the order of the AutoRegressive 
component (number of past values to consid-
er). 

• 'd' represents the number of differencing op-
erations applied to achieve stationarity. 

• 'q' represents the order of the Moving Aver-
age component (number of past residuals to 
consider). 

The analysis has been performed on STATA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.  Stationary Vehicular Data (1989-2018) 

 
 
 
 
 
 
 
 



Bibek et al.                                                                 Journal of Engineering and Sciences 2(1) (2023) 

 

112 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Dickey-Fuller Test of Stationary Data 

Time series must be stationary, an assumption 
confirmed by the Dickey-Fuller test and data 
trend. Figure 5 shows the mean and covariance of 
the series do not depend on time and the p-value 
is 0.0048, which is less than 0.05 as shown in 
Figure 6. Hence, the series becomes stationary 
after two differencing, which gives the order of 
'd' as 2. 
Autocorrelation (ACF) measures the correlation 
between a time series and its lagged values. In 
contrast, partial autocorrelation (PACF) measures 
the correlation between a time series and its 
lagged values, excluding the influence of inter-
mediate lags. PACF and ACF plots help deter-
mine the order of the ARIMA model's AR (Au-
toRegressive, p) and MA (Moving Average, q) 
components. 
In a multiple regression model, the variable of 
interest is forecasted by constructing a linear 
combination of predictors. In an autoregression 
model, the variable of interest is denoted by con-
structing a linear combination of past values of 
the variable. The term autoregression indicates a 
regression of the variable against itself. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.  PACF and ACF of Vehicular Data 

 

In the partial autocorrelation graph, five lags ex-
ceed the confidence band. This means the order 
of the autoregressive component is five (the order 
of p is 5). Similarly, In the autocorrelation graph, 
no lags exceed the confidence band. This means 
the order of moving average component is zero 
(the order of q is 0). Hence, the order of (p,d,q) is 
(5,2,0), which gives ten possible ARIMA models 
by substituting the value of p equals 5 to 1 and d 
equals 2 to 1. 

Ten diverse models have been developed, and to se-
lect the best-fit model, there are a few model selec-
tion criteria. 
• Significance of ARIMA components 
• Akaike Information Criteria (AIC) and Bayesian 

Information Criteria (BIC) should be minimum 
• Maximum Likelihood: A bigger value is better 
• Sigma Square: Estimate of the error variance 

(Smaller value is better) 
• Least RMSE(Root Mean Square Error) 
• White Noise closer to 1 

Table 5.  Diagnostic Checking and Selection of Model 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
From Table 3, checking all selection criteria, the 
model ARIMA(5,2,0) has minimum sigma square, 
maximum log-likelihood rule, and lowest RMSE, 
which meets the maximum number of selection crite-
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ria(Box, G., & Jenkins, G. (1976). So, this model seems 
to be the best fit among other forecasting models. 
There are two primary approaches to forecasting us-
ing an ARIMA model: static and dynamic. In static 
forecasting, also referred to as one-step ahead fore-
casting, predictions are made solely for the immedi-
ate subsequent period. This entails forecasting one 
time step ahead using the model trained on historical 
data. On the other hand, dynamic forecasting in-
volves making predictions for a longer time horizon. 
Dynamic forecasting is more intricate but better suit-
ed to capturing extended trends and patterns, whereas 
static forecasting offers simpler, immediate predic-
tions. In this case, dynamic forecasting is used for a 
longer time horizon. 

Table 6.  ARIMA (5,2,0) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5. Results and Discussion 

The analysis results compare three methods 
adopted in this study to predict the growth of 
Nepal's vehicular population and forecast the ve-
hicular population for the target years 2030, 2040, 
and 2050 AD using effective forecasting tech-
niques. The input data used for analysis is from 
1990 to 2009 (20 years), and a prediction was 
made for the years 2014 to 2019 for the compara-
tive study, as shown in Table 5. 
These error percentages provide a measure of the 
deviation between the predicted values and the 
actual values. A negative error indicates an un-
derestimation, while a positive error indicates an 
overestimation. The error's magnitude suggests 
the deviation's extent, with larger values repre-
senting larger discrepancies. In trend line analysis, 
The graphical plot of Log(T) versus (Log(GNP) 
reveals a linear relationship between vehicular 

population and GNP, which is represented as a 
straight line. 

Table 7. Results Obtained from Different Methods for the 

year 2014 to 2019 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This suggests that the vehicular population has a 
corresponding linear growth as GNP increases. 
However, a significant discrepancy emerges be-
tween the actual and expected values when this 
model is applied to predict vehicular population 
from 2014 to 2019. To provide context, the De-
partment of Transport Management data indicates 
that half of Nepal's total vehicles were registered 
after 2014. This rapid and exponential increase in 
vehicular population after 2014 is not captured by 
the initially assumed linear model, leading to in-
accurate predictions for 2014 to 2019. However, 
the econometric model shows a satisfactory level 
of accuracy where the error is below 33%. The 
econometric model chooses population and per 
capita income as independent variables. It shows 
that the growth of Nepal's vehicular population 
depends on the country's people and their income 
level. 
The results of the ARIMA (5,2,0) model applied 
to forecast Nepal's vehicular population are 
promising, exhibiting a tight error range of -1 % 
to +3%. This indicates high accuracy and preci-
sion in predicting future vehicular population 
trends. Such reliable predictions within this nar-
row percentage range can aid policy formulation, 
urban planning, and informed decision-making in 
Nepal's transportation sector. 
Until 2018, the predicted values generated by the 
model exhibited a satisfactory level of consisten-
cy in the prediction of vehicular population from 
all three methods. However, a significant predic-
tion accuracy shift became evident in 2019. This 

Methods Year Actual Predicted Error(%)

2014 1995164 3765936 88.75

2015 2338929 3879039 65.85

2016 2783188 3861540 38.75

2017 3220802 4831105 50.00

2018 3591040 6301335 75.47

2019 3812988 7700545 101.96

2014 1995164 1696471 -14.97

2015 2338929 1767762 -24.42

2016 2783188 1848799 -33.57

2017 3220802 2381201 -26.07

2018 3591040 3280606 -8.64

2019 3812988 4373990 14.71

2014 1995164 1969131 -1.30

2015 2338929 2269999 -2.95

2016 2783188 2703802 -2.85

2017 3220802 3245570 0.77

2018 3591040 3629266 1.06

2019 3812988 3938089 3.28

Trend line Analysis

Econometric Analysis

Time Series Analysis
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sudden increase in prediction errors in 2019 can 
be attributed, at least in part, to the outbreak of 
the COVID-19 pandemic. The pandemic intro-
duced unprecedented disruptions to global econ-
omies, supply chains, and socio-economic as-
pects. The resultant lockdowns, travel restrictions, 
and shifts in consumer behavior led to a decre-
ment in vehicle registration in this particular year. 
Overall, econometric analysis shows a satisfacto-
ry level of prediction as compared to trend line 
analysis. This clarifies that the econom-
ic/demographic indicator population and per 
capita income depend more on the prediction of 
vehicular growth than using a single indicator 
GNP. Encompassing trend line analysis, econo-
metric analysis, and time series analysis to fore-
cast Nepal's vehicular population, a clear pattern 
emerges, indicating the superior accuracy of the 
time series analysis, specifically the 
ARIMA(5,2,0) model. The error margin of up to 
3% achieved by the ARIMA model distinctly 
outshines the alternatives. This outcome under-
scores the robustness of the ARIMA model's pre-
dictive capability, making it the preferred method 
for accurate vehicular population forecasting. 
The prediction of Nepal's vehicular population 
reveals anticipated figures of 8,914,793 for 
2030AD,1,482,842,6 for 2040AD, and 
2,203,801,2 for 2050AD. These projections offer 
critical insights for planners and policymakers as 
invaluable tools for strategic decision-making 
and urban development. By accurately estimating 
the future vehicular population, authorities can 
anticipate the associated demands on transporta-
tion infrastructure, energy resources, and envi-
ronmental impacts. These figures enable planners 
to allocate resources efficiently, design sustaina-
ble transportation systems, and implement poli-
cies that cater to the evolving needs of a growing 
vehicular population.  

6. Conclusion 

The study's results have shown that the conven-
tional Trend Line Analysis often leads to a signif-
icant overestimation of future traffic volumes. It 
is crucial to improve the accuracy of these esti-
mations to ensure the efficient allocation of lim-
ited resources such as land, labor, and funds, es-
pecially in developing nations. 
This research suggests that adopting more ration-
al, reliable, and advanced analytical methods, 
such as Econometric Analysis and Time Series 
Analysis, can yield more credible forecasts. 
Econometric modeling proves to be superior in 

capturing the impact of two critical factors: the 
growth in the overall number of users and their 
purchasing power to access new transportation 
developments. This stands in contrast to the tradi-
tional Trend Line Analysis, which relies solely on 
a country's total productivity level (e.g., Gross 
National Product) for estimating prospective us-
ers. 
Notably, Time Series Analysis has a well-
established track record in short-term forecasting 
within finance and economics and warrants ex-
ploration in transportation engineering. Further 
investigation can determine its accuracy within 
different time frames. Research findings indicate 
that Time Series Analysis is particularly practical 
for short-term forecasts. When comparing our 
analyses, Trend Line, Econometric, and Time 
Series approaches, Time Series modeling dis-
played significantly lower errors. 
The potential of Time Series Analysis for long-
term forecasting, given advancements in data 
availability and technology, is promising. It 
aligns with the findings of other researchers and 
could substantially contribute to more precise 
traffic forecasting in the future. 
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