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Abstract
Churn occurs when customers switch providers due to dissatisfaction or competitor of-
fers, causing major losses since retention is cheaper than acquisition. With rising global 
competition, customer retention is vital for sustainability. Telecom companies now analyze 
massive CDR data to detect churn patterns and predict likely churners early. This enables 
effective retention strategies, service improvements, and targeted marketing. The proposed 
model preprocesses CDR data, rebalances it, applies machine learning for classification, 
and uses ensemble learning to enhance accuracy and generate reliable churn insights.
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1.	 Introduction
Churn prediction is vital in the telecom sector due to intense competition and rising 
customer turnover driven by rapid technological advancement and wider service choices. 
Customer churn causes significant financial losses, making retention strategies essential 
for business continuity. While Telcos adopt approaches like acquiring new customers and 
promoting existing ones, research shows retention is most profitable, as maintaining current 
customers costs less than acquiring new ones (Garcia et al., 2017, Ahmad et al., 2019 and 
Xu et al., 2021). To reduce churn, Telcos use CRM systems to analyze customer patterns, 
predict potential churners, and identify reasons behind churn. Based on this, they apply 
targeted advertisements, packages, and campaigns to retain customers. Thus, Customer 
Churn Prediction (CCP) is a key element of CRM, helping not only in preventing churn 
but also in attracting new customers and sustaining competitiveness.

2.	 Problem Definition and Objectives
The telecom market is highly competitive, where retaining existing customers is more cost-
effective than acquiring new ones. Early churn prediction is therefore crucial. The study 
in (Pustokhina et al., 2021) used ISMOTE (Improved Synthetic Minority Over-Sampling 
Technique) with Rain Optimization for sampling rate determination and WELM-based 
classification, though it lacked feature selection, limiting efficiency. Similarly, (Ullah et al., 
2019) employed Bayesian networks and decision trees using AUC and Gini indicators but 
omitted clustering, which could improve accuracy and reduce false positives. This thesis 
proposes an improvised ensemble classification model to predict churn with minimal 
false positives and to identify the most influential churn attributes for CRM applications. 
Objectives include:

•	 Predicting churn with high accuracy.
•	 Identifying dominant churn attributes.

Machine learning (ML) methods like Random Forest, Decision Tree, GBM, and XGBoost 
have been widely used for churn prediction, while Social Network Analysis has enhanced 
feature engineering (Ahmad et al., 2019). Ensemble methods such as stacking and soft 
voting further improve accuracy on large datasets (Xu et al., 2021). Advanced approaches 
like ISMOTE-OWELM integrate class balancing and parameter optimization (Pustokhina 
et al., 2021), while Random Forest–based models identify key churn attributes in GSM 
datasets (Ullah et ai. 2019). Hybrid models (decision trees with neural networks (Hu et 
al., 2020)) and clustering-based techniques like ClusGBDT (Tang et al., 2020) also show 
strong performance. Comparative studies emphasize ensemble learning, hyperparameter 
tuning, and dimensionality reduction (Wang et al., 2020 and Lalwani et al., 2022). Recently, 
XGBoost has been applied to Nepalese telecom datasets, bridging global and local research 
contexts (Shrestha & Shakya, 2022). Collectively, these works highlight ensemble-based 
predictive modeling as a powerful tool for churn reduction strategies.
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3.	 Methodology
3.1	Theoretical Formulations

Telecommunication companies face intense competition due to the growing number of 
operators and rapid technological progress. While customers benefit from more choices, 
churn has become a persistent challenge for telecom providers. Since retaining existing 
customers is far cheaper than acquiring new ones, companies must predict churn early, 
understand its causes, and design effective retention plans. One common strategy is targeted 
retention campaigns, where promotions or advantages are offered to at-risk customers 
identified through data analysis.

Traditionally, telecom firms used data mining to detect churn patterns, but this approach 
mainly provides quantitative insights. ML offers a more effective solution by learning 
churn behaviors from historical data and predicting future churners with higher accuracy. 
In the proposed model, raw telecom datasets undergo preprocessing, including handling 
missing values, type conversion, and balancing class distributions. Feature selection and 
engineering are then applied before classification using multiple ML algorithms. Finally, 
predictions from different classifiers are combined through ensemble learning, improving 
accuracy, balancing performance, and ensuring robust churn prediction. Evaluation metrics 
are then applied to validate the model’s effectiveness.

3.2	 System Block Diagram
The ensemble model for telecom churn prediction (Figure 1) includes data preprocessing, 
classification, prediction ensemble, and evaluation blocks, using telecom CDR data 
as input. The preprocessing stage handles missing values, data conversion, imbalance 
correction, and feature engineering to prepare data for ML models. The classification 
block applies algorithms such as KNN, Logistic Regression, SVM, Random Forest, and 
Gradient Boosting for churn prediction.

Figure 1: System Block Diagram  
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The main purpose of using multiple algorithms is to increase the prediction accuracy, 
make the model robust to incorporate the diverse nature of data, and balance the model 
performance.  

The next block of the model is the prediction ensemble block where the system proposes 
an ensemble learning algorithm. The ensemble block handles the output from the different 
models from the classification block. The last block is the evaluation block which evaluates 
the model performance and performs the analysis of the overall system.

3.3	 Instrumentation Requirements
The paper uses the free version of google colab which is an online cloud-based service for 
training and testing purposes, whereas python programming is used which contains a large 
set of libraries and frameworks for machine learning development. 

Along with the python language, the Scikit-learn library which is considered a robust and 
most useful library for machine learning is used which provides the models that serve as a 
building block for the models.

3.4 Description of Algorithms 
Algorithm selection is a challenge in many ML problems since a single algorithm is not 
perfect for all scenario. This is why a set of potential algorithms is selected for further 
evaluation. 
 
KNN
KNN k-nearest neighbor is a supervised ML algorithm that can be used on both classification 
and regression problems.
KNN algorithm can be explained in the following steps: 

1. Data load

2. Initialize K

3. To find the predicted class, iterate for the total number of training data points 

3.1. Calculate the distance between the test and each row of train data. 

3.2. Sort the distances in ascending order of distance values

3.3. Get the highest k rows from the sorted array

4. Get the most frequent class of k rows

5. Return predict class
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Figure 2: KNN Classification and Selection of K (Note. Adapted from Photo by Sarang 
Anil Gotke on Kdnuggets) 

Logistic Regression
Logistic regression is a supervised ML algorithm for classification. This can be used 
simply and efficiently for classifying binary and linear classification problems. It could be 
easy to realize and can achieve better performance for linearly separable classes. Logistic 
regression smooth classifier is defined by sigmoid function as:

Figure 3: logistic regression function (Note. Adapted from https://encord.com/blog/what-
is-logistic-regression/)

The sigmoid function maps the predicted values into probabilities within the ranges 0 and 
1. Here the threshold is set to define the probability of either 0 or 1 such that values above 
the threshold move to 1 and values below the threshold move toward 0.

SVM
SVM is a supervised ML algorithm used mainly for binary classification. It represents data 
points in an n-dimensional space and finds the hyperplane that best separates the classes. 
The chosen hyperplane maximizes the margin, determined by support vectors—data 
points near the hyperplane that define its orientation.
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Figure 4: Support Vectors and Hyperplane of SVM (Note. Adapted from https://python-
geeks.org/support-vector-machine/)

Random Forest
Random forest is a supervised ML algorithm it is used for classification as well as regression 
problems. In random forest decision trees are built for a random sample and majority 
voting was calculated for the classification problem, whereas averaging was done for the 
regression problem.

Figure 5: Random Forest Algorithm Flow (Note. Adapted from https://www.geeksforgeeks.
org/machine-learning/what-are-the-advantages-and-disadvantages-of-random-forest/)

The Random Forest classifier consists of several decision trees on random subsets of the 
given dataset. It takes the average of those for the improvement of the predictive accuracy 
of data. It is based on the assumption that instead of relying on a single decision tree, taking 
a prediction from the number of decision trees and relying on the majority of votes from 
subsets it simply predicts the final output.  

Gradient Boosting
Gradient boosting is one of the powerful ML algorithms which can be used for regression 
as well as classification problems. It consists of Gradient Descent and Boosting. Gradient 
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boosting represents a prediction model by combining considerably weak prediction models 
like decision trees.

Figure 6: Flow chart of Gradient Boosting (Note. Addapted from https://medium.com/@
dishantkharkar9/about-boosting-and-gradient-boosting-algorithm-98dd4081ec18)

The Gradient Boosting algorithm consists of the following 7 steps: 
1. Average of the target label calculation.
2. Residual calculation.
3. Decision tree Construction.
4. Target level prediction using all decision trees within the ensemble.
5. New residuals computation.
6. Iterate steps 3 to 5 to a number specified by the hyperparameter.
7. After training, ensemble all of the trees to make a final prediction.

SMOTE
There arises a problem with imbalance classification as there are only a few examples of 
minority classes on the model to effectively learn the decision boundary. One of the ways to 
overcome this type of problem is oversampling the minority class which can be achieved by 
duplicating examples from the minority class in the training dataset before fitting the model, 
which balances the class distribution without any additional information to the model.

SMOTE is Synthetic Minority Oversampling Technique where the synthetic samples are generated 
for the minority class, which is a widely used approach to balance the imbalance present in the 
data (Chawla et al., 2002). The SMOTE algorithm also helps to overcome the overfitting problem 
posed by random oversampling. It also focuses on the feature space to generate new instances 
with the help of interpolation between the positive instances that lie together.
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Figure 7: Data balancing using SMOTE (Note. Adapted from https://neptune.ai/blog/
how-to-deal-with-imbalanced-classification-and-regression-data)  

The SMOTE algorithm works in 4 steps: 
•	 Choose a minority class of input data.
•	 Find KNN as specified by argument in SMOTE. 
•	 Choose one neighbor and place synthetic points on a line that lies between that 

neighbor and the point of consideration.
•	 Until data get balanced, repeat.

Ensemble learning
An ensemble of classifiers combines individual classifier decisions using weighted or 
unweighted voting for classification or regression tasks. Ensemble methods improve 
performance, especially with unstable algorithms, by balancing bias and variance. Instead 
of relying on a single model, ensembles strategically combine multiple learners to enhance 
generalization and predictive accuracy. Weak learners can be boosted into strong learners 
through this approach.
Diversity among base models is crucial, achieved through different learning methods, 
datasets, or hybrid techniques. Ensemble learning has been studied for decades, with 
significant contributions from Hansen, Salamon, and Schapire. Common techniques for 
combining learners include: Average, Weight average, Dynamic soft voting, Majority 
voting, Winner takes all, Adaboost, Bagging
Among these ensemble learning techniques, the soft voting approach which assigns a 
larger weight to the dominant classifier that leads to the highest category being selected by 
summing up all the probabilities that are predicted by the model is used for the application, 
mathematically it can be represented as (Xu et al., 2021):

Journal of  Kathmandu BernHardt College-Volume 7, 2025

1Anand Kumar Sah; 2Pratap Sapkota (2025): Ensemble of  Machine Learning Algorithm for.....



JKBC

57

Where argmax function outputs maximum, wj is the weight which is associated with the prediction 
of the classifier, and pij is the probability associated with the respective classifier.

Figure 8: Ensemble of multiple ML algorithms (Note. Adapted from https://www.intecho-
pen.com/chapters/79087)

The weight associated with the classifier can be assigned by using the validation scores of 
the model while the probability of the classifier can be assigned by evaluating the score 
on the validation set, once the weight and probability of the classifier are calculated, using 
those weight and probability of the classifier the ensemble prediction ŷ can be implemented.

Feature Engineering
Feature engineering is the process of selecting, altering, and transforming raw data into 
features suitable for supervised learning. It helps build better features so ML models 
perform well on new tasks by extracting characteristics and converting them into acceptable 
formats.

Since ML models process only numerical values, categorical data must be converted into 
numbers, a process called categorical encoding. Common methods include:

•	 Label encoding: replaces each category with a unique integer.
•	 One-hot encoding: creates dummy variables for each unique category.

Dataset Explanation: The dataset used by the model for Customer Churn Prediction in the 
telecom industry takes standard historical telecommunication datasets publicly available 
on Kaggle. The dataset is originally from IBM Cogonos Analytics where the data module 
is named Telco Customer Churn as a base sample. The data consists of information about 
a fictional telecommunication company from California, from where 7043 customers' 
data was taken in CVS format. The data contains information about the customers like 
those who have left or stayed on the service. The data also contain multiple demographic 
information, payment information, and many more which are present in Table 1 and 2.
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Table 1: The sample data in the dataset

The Dataset plot shows the distribution of the non-Churn variable is (72%) while the Churn 
variable is (27%) representing an asymmetric and unbalanced dataset. Also, the data set 
shows the following: 

•	 The dataset has 7043 data with 21 significant attributes.

•	 The dataset is labeled dataset with the target: Churn Label (Yes/ No).  

•	 The sample of the data is shown in table 1.

Elaboration of Working Principle: The proposed Customer Churn Prediction model 
in telecom consists of five blocks: dataset input, data preparation and preprocessing, 
classification, prediction ensemble, and evaluation (Figure 1).

Data is first collected from CDR, billing, and customer status databases to create the input 
dataset. The preprocessing block handles missing values, data conversion, imbalance 
correction, and feature engineering.

The classification block applies multiple ML algorithms (KNN, Logistic Regression, 
SVM, Random Forest, Gradient Boosting) to improve accuracy and stability compared to 
a single model. Outputs are then combined in the ensemble block for better prediction. 
Finally, the evaluation block verifies and validates model performance.

Figure 9: Churn attribute distribution
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Table 2: Attributes used in the dataset

4.	Results and Discussion 
Data Exploration
The first step in problem-solving is examining the data. Since a model is only as good as 
its data, preprocessing and analysis are crucial. Thus, this thesis begins by evaluating the 
data structure (Figure 10).

On evaluating the data structure, it is observed that the data consists of the 21 attributes of 
columns of each 7043 rows of customers. The 21 columns are shown in table 3.

Figure 10: Data Structure
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Table 3: Data attributes column Table 4: Data Structure column and data type

Tables 4 and 5 show that the dataset has 21 attributes, including 19 independent variables. 
Most attributes are binary (e.g., Yes/No, Male/Female), while columns like tenure, monthly 
charges, and total charges are continuous with wide distributions. Hence, different attribute 
types require separate processing and evaluation.
Data Analysis and Cleaning
The dataset has 21 columns and 7043 observations with no null values, though total charges 
was incorrectly stored as an object and converted to numeric. After conversion, 11 missing 
values were found and dropped, leaving 7032 entries and 20 attributes. Final distribution 
shows 5163 non-churners and 1869 churners. For analysis, attributes are grouped into: 
demographics (gender, senior citizen, partner, dependents), account info (tenure, contract, 
billing, payment, charges), and services (phone, internet, security, backup, protection, 
support, streaming).

Table 5: Unique value of attributes
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Figure 11: Target variable distribution

Figure 12: Demographic Information Plot

Figure 12 shows churn distribution across demographic attributes. Key findings:
1.	 Senior citizens churn at twice the rate of younger customers.
2.	 Gender has little predictive power, as churn is similar for males and females.
3.	 Customers with partners or dependents churn less than those without.
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Figure 13: Customer account information plot
For the customer account information, we divide it into 2 groups for better visualization.
The first group presents the portion of churn for attributes contract, paperless billing, and 
payment method as shown in figure 13.
Analysis of account attributes shows:

1.	 Monthly contract customers churn more than yearly or longer contracts.
2.	 Electronic check users are more likely to churn.
3.	 Paperless billing customers churn more than others.	  

Figures 14 – 16 further show churn patterns by tenure, monthly charge, and total charge.

Figure 14: Histogram plot for monthly Charges  

 
Figure 15: Histogram plot for Total Charges
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Figure 16: Histogram plot for Tenure
A pair plot (Figure 17) visualizes relationships among continuous customer account variables, 
displaying a matrix of their correlations.

Figure 17: Pair plot for Customer account information
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Histogram analysis of account attributes shows:
1.	 Churn decreases with longer tenure—new customers churn more.

2.	 Higher monthly charges lead to higher churn.

3.	 High total charges imply long contracts, so churn probability is lower.

Figure 18: Customer service information plot
From Figure 18, service analysis shows:
1.	 Online security reduces churn.
2.	 Phone service and multiple lines have little predictive value.
3.	 Fiber optic internet users churn more.
4.	 Lack of tech support increases churn.
5.	 These plots help identify key churn attributes.

Feature Engineering
Feature engineering transforms raw data into useful features for supervised learning. 
Label encoding converts binary categorical variables (e.g., Gender, Partner, Churn) into 0/1 
values. One-hot encoding handles multi-level categorical variables (e.g., Internet Service, 
Contract, Payment Method) by creating dummy variables as additional features.

Feature Importance
Mutual information measures dependency between variables using entropy. 
Higher values indicate stronger predictive power, while weak variables can be excluded 
to reduce model complexity. Table 6 presents the feature importance based on mutual 
information.
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Table 6: Feature importance 

Data Balancing
The telecom dataset faces an imbalance issue, with churners being fewer than active 
customers. Two common techniques address this: under-sampling and oversampling. 
Since the dataset is small, synthetic oversampling using the SMOTE technique is applied. 
Table 7 shows the balanced data after SMOTE.

Table 7: Distribution of training data before and after balancing

Model Selection
The dataset is split into dependent (churn/non-churn) and independent variables, then divided 
into training (80%) and testing (20%). Five ML algorithms are compared for churn prediction 
(Table 8 and figure 19). Results show SVM performs better without balancing, while Random 
Forest and Gradient Boosting give the best accuracy after applying data balancing.

Table 8: Different ML Algorithm Accuracy
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Figure 19: Different ML Accuracy performance Ensemble learning  
Ensemble learning combines multiple ML models to improve accuracy. A soft voting 
ensemble is used, slightly enhancing performance (Table 8 and figure 20).

Figure 20: Ensemble ML Output

Table 8: Ensemble ML Algorithm Output

Output discussion
The ensemble model achieved 81% churn prediction accuracy using an 80/20 train-test 
split, as shown in Table 9 and figure 21.
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Table 9: Output of Churn Prediction

5.	 Discussion and Analysis
The model for telecom churn prediction followed the process of descriptive analysis, 
feature importance evaluation, train-test split, and implementation of multiple ML models. 
Their performance was compared using accuracy, precision, recall, F1-score, and confusion 
matrix. Data balancing was applied with SMOTE, and finally, an ensemble learning model 
was built, which outperformed individual models. Results showed SVM had the best 
individual performance, while the ensemble model achieved the highest overall accuracy 
and F1 score (Table 10).

Table 10: Quantitative output of verification without data balancing

 
Figure 21: Output of verification without data balancing
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Figure 22 shows evaluation metrics without data balancing, where non-churn customers 
(‘0’) achieve higher precision, recall, and F1 scores than churn customers (‘1’). Using 
Ensemble improves minority class prediction. To address imbalance, SMOTE was applied 
to generate synthetic minority samples, and the balanced dataset was used to train models, 
while testing was done on the original unbalanced data.

Figure 22: Evaluation matrices class output without data balancing

Table 11 shows that data balancing improved minority class prediction and F1 scores across all 
models. Random forest achieved the highest accuracy, while gradient boosting had a higher F1 
score. The ensemble model further enhanced accuracy, precision, recall, and F1 score, highlighting 
the benefits of balancing data and ensemble learning.

Table 11: Quantitative output of verification after data balancing

Figure 23 shows that the ensemble model achieves the best overall performance, while 
data balancing reduces variation across models and evaluation metrics.

Figure 23: Output of verification after data balancing
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Figure 24 shows that data balancing reduces variation in precision, recall, and F1 scores, while the 
ensemble model improves minority class prediction.

Figure 24: Evaluation matrices class output after data balancing

Error analysis and possible sources of error
The ensemble model did not significantly improve performance, likely due to data 
distribution. While accuracy, precision, recall, and F1 scores remained similar, the 
confusion matrix shows a slight gain in minority class prediction at the cost of majority 
class performance. Thus, ensemble learning can be useful when prioritizing minority class 
improvement.

6.	Future Works
Different ML algorithms were applied to classify customers from CDR data, and were 
combined using ensemble learning for better accuracy and stability. The study identifies 
dominant churn attributes, suggesting further work on customer profiling and retention. 
Customers can be clustered using algorithms for group-based profiling, enabling tailored 
packages. Additionally, advanced ML can support personalized profiling for individual 
retention policies. Uplift modeling, an individual treatment model, may also be explored 
for improved churn analysis and industry impact.

7.	 Conclusion
Customer churn is when customers switch providers due to competitor offers or other 
issues, posing a major risk for businesses. Retaining customers is more cost-effective than 
acquiring new ones, but churn causes are complex, often linked to increased consumer 
choice and bargaining power. This thesis applies an Ensemble Machine Learning approach 
on classification models to accurately predict telecom churn and identify key churn 
attributes. The model is trained on CDR data to classify potential churners. Churn prediction 
is widely used across industries like telecom, banking, education, and healthcare to help 
firms take preventive measures.
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