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Abstract: Takano [6] premeditated decomposition of curvature tensor in a recurrent Riemannian space.
After that, Negi and Bisht [3] defined and deliberated the decomposition of recurrent curvature tensor fields
in a Kaehlerian manifolds of first order. We have calculated the decomposition of Riemannian recurrent
curvature tensor manifolds of first order and some theorems established using the decomposition tensor field.
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1 Introduction

Walter [7] has given the following properties of the decomposition curvature tensor, namely recurrent,
symmetric, skews symmetric, and Bianchi identity

Ajkl = −Ajlk, Akl = −Alk,∇nA
i = 0, (1)

∇nAkl +∇kAnl +∇lAnk = 0, (2)

Ai
jk = Ai

kj , A
i
jk = −Ai

kj . (3)

The covariant derivative of the tensor Ap are Aq and covariant differentiation of a mixed tensor Ap
q are

defined as
∇qA

p = ∂qA
p + Γp

qsA
s;∇rAq = ∂rAq + Γs

qsAs, (4)

∇rAp
q = ∂rA

p
q + Γp

rsA
s
qr − Γs

qrA
p
s (5)

also, in n-dimensional space, we describe the line element as ds through the quadratic form called the
metric form as below

ds2 =

N∑
p=1

N∑
q=1

gpqdx
pdxq or ds2 = gpqdx

pdxq (6)

Let g = |gpq| denote the determinant with elements gpq and suppose g ̸= 0, then gpq is defined as

gpq =
cofactorgpq

g
, (7)

where gpq is also a symmetric tensor known as conjugate tensor and some tensor manifold are represented
by [6]

{k, i, j} =
1

2
(∂igjk + ∂jgjk − ∂kgij) (8)

And
{lij} = Γl

ij = glk[k, ij] (9)

The Christoffel symbols [k, ij] and τ iij are symmetric in the indices j and k. The relation between is recip-
rocal through the following equation [4]

[j, ki] = gliΓ
l
ki and g

jm[j, ki] = Γm
ki. (10)
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2 Riemannian Curvature Tensor Manifolds of First Order

Riemannian recurrent curvature correlates a tensor at every point of Riemannian manifold (M, g), and
determines the degree to which the metric tensor in not narrowly equivalent to Euclidean space [1]. Rie-
mannian recurrent curvature tensor with respect to Christoffel symbols has components Ri

jkl given by

Ri
jkl = ∂jΓ

i
kl − ∂kΓ

i
jl + Γi

pjΓ
p
kl − Γi

pkΓ
p
jl. (11)

The curvature tensor is called Riemannian recurrent curvature tensor Manifolds or Riemannian – Christoffel
curvature tensor of the second kind. The Riemannian recurrent curvature tensor Manifolds satisfy the
following identities [4, 6]

Ri
jkl = −Ri

kjl, R
i
jkl = −Ri

jlk, (12)

Ri
jkl +Ri

ljk +Ri
klj = 0, (13)

∇sR
i
jkl = ∇kR

i
sjl = ∇jR

i
ksl = 0. (14)

Equations (13) and (14) respectively are called Bianchi’s first and second identities.

The covariant derivative of the Riemannian curvature tensor Ri
jkl is defined as

∇mRi
jkl = ∂mRi

jkl +Rs
jklΓ

i
ms −Ri

sklΓ
s
mj −Ri

jslΓ
s
mk −Ri

jksΓ
s
ml, (15)

The commutation laws involving the curvature tensor field Ri
jkl are given by

∇j∇kλ
i −∇k∇jλ

i = λlRi
jkl, (16)

∇j∇kλ
i
t −∇k∇jλ

i
t = λl

tR
i
jkl − λi

lR
l
jkt, (17)

2∇(j)∇(k)λ
i = λiRi

jkl, (18)

2∇(j)∇(k)Ai = −AiR
i
jkl. (19)

The equations (18) and (19) are known as Ricci laws for covariant differentiation. λ is the component
of any vector tangential to the surface [6]. The Riemannian curvature tensor a non-zero vector λn, then
satisfies the relation

∇nR
i
jkl = −λnR

i
jkl (20)

Riemannian recurrent curvature tensor field Ri
jkl and satisfies the following theorem.

Theorem 1. If the associated curvature has components Rjklm = Rn
jklgnm., then

(i) Rjklm is skew-symmetric in the first two indices R(jk)lm = 0,

(ii) skew-symmetric in the last two indices Rjk(lm) = 0,

(iii) satisfy Bianchi’s identities R[jkl]m = 0 and ∇[pRjk]lm = 0,

(iv) are symmetric in two part of indices Rjklm = Rlmjk.
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Proof. (i). Using (11) and (12), we obtain

Rjklm = 2gmn∂[jΓ
n
k]l + 2gmnΓ

m
p[jΓ

p
k]l,

where ∂[jΓ
n
k]l is skew-symmetric with regard to indices j and k. It can be expressed as

Rjklm = 2gmn × 1

2
[∂jΓ

n
kl − ∂kΓ

n
jl] + 2gmn× 1

2
[Γm

pjΓ
p
kl − Γm

pkΓ
p
jl]. (21)

On the other hand, we obtain

Rjklm = gmn∂jΓ
n
kl − gmn∂kΓ

n
jl + gmnΓ

n
pjΓ

p
kl − gmnΓ

n
pkΓ

p
jl

or,

Rjklm+Rkjlm = gmn∂jΓ
n
kl−gmn∂kΓ

n
jl+gmnΓ

n
pjΓ

p
kl−gmnΓ

n
pkΓ

p
jl+gmn∂kΓ

n
jl−gmn∂jΓ

n
kl+gmnΓ

n
pkΓ

p
jl−gmnΓ

n
pjΓ

p
kl = 0

or,
Rjklm +Rkjlm = 0.

This is equivalent to Rjk(lm) = 0.

(ii). In view of Ricci identities, we find 2∇[j∇k]gmn = −gmnR
p
jkm − gmnR

p
jkn. Using ∇kgmn = 0 and

equation (12), we obtain 0 = −Rjkmn +Rjknm or equivalently in symmetric brackets 0 = Rjk(mn).

(iii). If we multiply equation (12) and (13) by gmn and sum with respect to m, we obtain the results.

(iv). The equation (13) is equivalent to

Rjklm +Rkljm +Rljkm = 0. (22)

Therefore, we have the three similar equations are expressed in the form

Rjklm +Rlmkj +Rmklj = 0,

Rlmjk +Rmjlk +Rjlmk = 0,

Rmjkl +Rjkml +Rkmjl = 0.

Adding above results, we obtain

Rjklm+Rkljm+Rljkm+Rjklm+Rkljm+Rljkm+Rlmjk+Rmjlk+Rjlmk+Rmjkl+Rjkml+Rkmjl = 0. (23)

Then using (12), we get

Rljkm −Rkmlj −Rjlkm −Rkmlj = 0

or,
Rljkm +Rljkm −Rkmlj −Rkmlj = 0

or,
2Rljkm − 2Rkmlj = 0

This proved
Rljkm = Rkmlj .

Theorem 2. Prove that the Christoffel symbol

Γi
jk =

1

2
∂j logg = ∂j log

√
g, (24)

where g = |gij |
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Proof. we know that

gjk =
Co-factor of gjk

g

or,

gjk =
G(jk)

g

or,
ggjk = G(j,k)

Multiplying the above equation with gjr, we obtain

ggjkgjr = G(j,k)gjr, or g∂
k
r = G(j,k)gjr (for k = r),

then we have g = G(j, k)gjr.

Its differentiation with respect to Xm gives

∂g

∂xm
= G(j,k)

∂gjr
∂xm

(25)

The above result can be expanded as

∂g

∂xm
= ggjk([j, rm] + [r, jm]). (26)

Considering the effect of conjugate metric tensor, we find

∂g

∂xm
= g{rrm}+ g{rjm} (27)

The above result is equivalent to ∂mg = 2gΓr
rm (since g{rrm} = Γr

rm).
This is same as 1

2g∂mg = Γr
rm or ∂mLog

√
g = Γr

rm.

Theorem 3. Riemannian recurrent curvature tensor of second kind can be contracted in two modes. One
yielding a zero and the other as a system tensor.

Proof. Contracting indices n and l in the equation (11), we find

Cl
ϵR

n
jkl = Cl

ϵ[2∂[jΓ
n
k]l + 2Γn

pj[jΓ
p
k]l

or,
Rl

jkl = 2∂[jΓ
l
k]l + 2Γn

pj[jΓ
p
k]l (28)

We know that

Γl
kl =

1

2
∂[j∂k]logg = 0 (29)

Also,
2Γl

p[jΓ
p
k]l = 2Γp

l[jΓ
l
k]p

or,

2× 1

2
[Γl

pjΓ
p
kl − Γl

pkΓ
p
jl] = 2× 1

2
[Γp

ljΓ
l
kp − Γp

lkΓ
l
jp] = 0 (30)

Using (12) and (13) in (11) gives

Rl
jkl = 0 (31)

68



Journal of Nepal Mathematical Society (JNMS), Vol. 5, Issue 2 (2022); U. S. Negi, P. Chauhan, Sulochana

This proves the first part.

Again, the equation (13) which Bianchi identify is equivalent to

Rm
jkl +Rm

klj +Rm
ljk

Setting m = j in the above equation gives

Rj
jkl +Rj

klj +Rj
ljk = 0. (32)

But Rm
klj = 0 in view of (12), thus above equation reduces to Rj

jkl +Rj
ljk = 0.

In view of skew symmetry property of Rj
jkl, we get

Rl
jkl −Rl

ljk = 0.

Contracting the above equation, it becomes

Rkl +Rlk = 0orRj
[kl] = 0.

Where [·] is skew symmetric brackets which proves the last part.

3 Decomposition of Riemannian Recurrent Curvature Tensor Man-
ifolds of First Order

Decomposition is a mode of breaking up of the Riemannian curvature tensor into pieces with useful in-
dividual algebraic properties; it is the decomposition of the space of all tensors having the symmetries of
the Riemannian tensor into its irreducible representation for the orthogonal group [4, 5]. We consider the
decomposition of the Riemannian recurrent curvature tensor Ri

jkl in the following structure

Ri
jkl = XiYjkl, (33)

where Yjkl is the decomposition tensor field and Xi is a vector field such that

Xiλi = 1. (34)

Theorem 4. In a Riemannian recurrent curvature tensor manifolds the decomposition tensor symmetric
in the indices k and l, that is, Yjkl = −Yjkl.

Proof. We have sited properties of decomposition tensor field Yjkl. If we multiple (33) by λi, we obtain

λiR
i
jkl = λiX

iYJkl,

Since Xiλi = 1, the above equation becomes

λiR
i
jkl = Yjkl (35)

By interchanging the two indices k and l and adding in the above equation, we get

λiR
i
jkl + λiR

i
jkl = Yjkl + Yjkl

or,
λi(R

i
jkl +Ri

jkl) = Yjkl + Yjkl. (36)

Since Ri
jkl is skew-symmetric in the indices k and l, in view of (20), that is,
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Ri
jkl = −Ri

jkl

using the equation (20) in the equation (36), we have

λi(R
i
jkl −Ri

jkl) = Yjkl + Yjkl

This reduces to
0 = Yjkl + Yjkl.

This gives the following identity
Yjkl = −Yjkl. (37)

Theorem 5. The decomposition tensor Ykl is skew-symmetric concerning its with two indices k and l, that
is, Ykl = −Ykl.

Proof. We have more decomposed the tensor field Yjkl as

Yjkl = λjYkl (38)

Multiplying (38) by Xi, we obtain
XjYjkl = XjλjYkl (39)

In view of (34), the above equation gives

XjYjkl = Ykl

By interchanging the two indices k and l in (39) and adding the respective results, we get

Xj(Yjkl + Yjkl) = Ykl + Ykl (40)

Using (37), we get
Xj(Yjkl − Yjkl) = Ykl + Ykl

This reduces
0 = Ykl + Ykl

Therefore, we get
Ykl = −Ykl.

Theorem 6. The decomposition of Riemannian recurrent curvature tensor field Yjkl and Ykl to be recurrent
is that the vector field Xi is covariant. Also, the decomposition tensor field satisfies the Bianchi identity

Yjkl + Yklj + Yljk = 0 and ∇nYkl +∇kYnl +∇lYnk.

Proof. We solve equations (12) and (33), we get the following equation

XJ(Yjkl + Yklj + Yljk) (41)

Transvacting (41) by λi, we get

Xjλi(Yjkl + Yklj + Yljk) = 0 (42)

In view of (34) the following is obtained

Yjkl + Yklj + Yljk = 0, (43)

70



Journal of Nepal Mathematical Society (JNMS), Vol. 5, Issue 2 (2022); U. S. Negi, P. Chauhan, Sulochana

as the first result.
Again, finding covariant differentiation of (33) about Xn and using (21), we obtain

∇nR
i
jkl = ∇nX

iYjkl +Xi∇nYjkl. (44)

Consider Xi to be a covariant constant and using (33), the equation (44) gives

∇nR
i
jkl = ∇nYjkl (45)

By virtue of (33), the equation (44) gives

Yjkl∇nX
i = 0 (46)

Since Yjkl ̸= 0, we have
∇nX

i = 0. (47)

Thus Xi is a covariant constant.

Now, we have in analysis of (22), (33) and Ri
jkl = XiYjkl, the Bianchi identity of the form ∇nR

i
jkl +

∇kR
i
jnl +∇nR

i
jnk = 0 is converted into

Xi[∇nYjkl +∇kYjnl +∇lYjnk] = 0. (48)

Transvecting (48) by hj it gives
Xi[∇nYkl +∇kYnl +∇lYnk] = 0. (49)

Currently under the statement that Xi is covariant constant, the equation (49) reduces to

∇nYkl +∇kYnl +∇lYnk = 0. (50)

Which is the Bianchi identity for the decomposition tensor field is of ∇kYnl.

4 Conclusions

Using the tensor field decomposition and the Bianchi identity, we developed some results on the Riemannian
recursive curvature tensor manifold. We also proved that the Riemannian recursive curvature tensor of the
second kind can be contracted in two ways. One produces zeros and the other as a system tensor.
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