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Abstract: Mushroom is a reproductive structure produced by some fungi that has a high level of protein 
and a rich source of vitamin B. It aids in the prevention of cancer, weight loss, and immune system 
enhancement. There are numerous thousands of mushroom species within the world and a 
few are edible and a few are noxious due to noteworthy poisons on them. Hence, it is a vital errand to 
distinguish between edible and harmful mushrooms. This paper focuses on comparing the performance of 
two tree-based classification algorithms, Random Forest and Reduced Error Pruning (REP) Tree, for the 
classification of edible and poisonous mushrooms. In this paper, mushroom dataset from UCI machine 
learning repository has been classified using Random Forest and REP Tree classifiers. The evaluation of 
these two algorithms using accuracy, precision, recall and F-measure shows that the Random Forest 
outperforms REP Tree algorithm with value of 100% for accuracy, precision, recall and F- measure. The 
performance of Random Forest is 100% and is better with respect to REP Tree classifier. 
 

Keywords: Mushroom Dataset, Random Forest, REP Tree, 10-fold cross-validation Confusion 
Matrix. 
 
1. Introduction 

 

Classification is a supervised machine learning technique that categorizes a data instance in a dataset into 
a predefined class. Classification algorithms require labeled data set that learn how to assign a class label 
to the data given to the algorithm after learning. There are many different classification tasks and many 
different classification algorithms that may be used for classification problems. Each class in the dataset is 
assigned a label and the main use of classification is to predict the class labels. “Data classification is a 
two-step process, consisting of a learning step (where a classification model is constructed) and a 
classification step (where the model is used to predict class labels for given data)” [5]. 
 

As of late, numerous distinctive calculations are utilized in classification and numerous analysts have 
done their investigation to classify noxious and edible mushrooms utilizing distinctive 
classification calculations on mushroom dataset. The known species of mushroom are roughly 14,000 in 
the world and there are 2000 edible species. Among these edible mushrooms, approximately 200 are wild 
species [9]. 
 

This study focuses on comparing two tree-based classification algorithms Random Forest [2],[6],[10] and 
REP Tree [8],[13],[18] for the classification of edible and poisonous mushrooms based on mushroom 
datasets [14]. These algorithms have been evaluated based four performance evaluation parameters 
accuracy, precision, recall and F-measure. Finally, the comparison of these algorithms has been made in 
order to decide the better algorithm for mushroom classification. 
 

2. Literature Review 
 

There are different researches for mushroom classification that use different classification algorithms to 
classify poisonous and edible mushrooms. 
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Ottom and others in [12] implemented and analyzed k-Nearest Neighbor (kNN), ANN, SVM, and 
Decision Tree, algorithms on mushroom images dataset.  They had extracted mushroom image features 
like Eigen, histogram and parametric. In the research, the kNN results with precision of 94% based on 
Eigen features and real dimensions and the accuracy of 87% resulted with virtual dimensions. 
 

Ismail and others in [7] performed classification of mushrooms using J48 classifier with an accuracy of 
100%. They have used behavioral features like population, habitat, etc. The authors employed Principal 
Component Analysis (PCA) algorithm for ranking features of the dataset used. Among the 21 attributes 
used, „odour‟ feature is ranked highest with an average of 0.57.  
 

The research done by Verma and Dutta includes use of Artificial Neural Network, Adaptive Nuero Fuzzy 
Inference System and Naïve Bayes techniques to categorize different mushrooms as edible or non-edible. 
The performance results are based on accuracy, MAE, and kappa statistic. With the 80% of the training 
size, the fuzzy based approach is found best among all with an accuracy of 99.87%, MAE of 0.0008 and 
kappa statistic of 0.9338 [16]. 
 

Wibowo and others compared decision Tree (C4.5), Naïve Bayes and Support Vector Machine (SVM) 
classifiers to classify mushroom data of Agaricus and Lepiota family taken from The Audubon Society 
Field Guide to North American Mushrooms in UCI machine learning repository. The authors have 
experimented using 10-fold cross validation with the results or 100% accuracy for decision tree and 
support vector and 95.82% of accuracy for Naïve Bayes. Despite of C4.5 and SVM performing same in 
accuracy level, C4.5 is found best from the dimension of process time aspect [17]. 
 

Chitayae and Sunyoto used K-Nearest Neighbor (KNN) and Decision Tree methods to classify mushroom 
using UCI mushroom dataset and compared performance of these two algorithms. The analysis of results 
in the research indicate the Decision Tree based CART algorithm classifies types of mushroom with an 
accuracy of 91.93% while the KNN with 89.61% accuracy [3]. 
 

Alkronz and others used Multi-Layer ANN with mushroom dataset to foresee whether it is 
edible or harmful. The ANN configured during the study includes with one input layer, three hidden 
layers and one output layer. The result showed that the classifier classifies whether mushroom is 
edible or poisonous with an average predictability rate of 99.25% [1]. 
 

Chumuang and others in [4] compared Naive Bayes Updateable, Naive Bayes, Naive Bayes Multinomial 
Text, SGD Text, LWL, K-Nearest Neighbor (k-NN) and stacking. The results showed that K-NN gave the 
highest classification accuracy rate of 100%. Both of the Naive Bayes Updateable and Naive Bayes 
resulted same accuracy of 96.38%. Similarly, LWL and SGD Text has performance of 92.88% and 
50.06% respectively. The Naïve Bayes Multinomial Text as well as the stacking performed poor with 
accuracy of 49.94% only. 
 

The authors of [15] used machine learning algorithm namely support vector machines (SVMs), nearest 
centroid classifier (NCC), k-nearest neighbor (KNN), deep neural network (DNN) and decision trees for 
classification of oyster mushroom spawns. The feature used was the trivariate histograms. The study 
revels contaminated spawns in polypropylene bags can be effectively identified. The classifiers were 
compared for performance using 4-fold cross validation and the result showed that DNN classifier had the 
highest accuracy at 98.8%. The Cohen‟s kappa of 0.93 for both NCC and DNN demonstrated both of the 
models being robust.  
 

Masoudian and Kenneth used Support Vector Machine algorithm to improve the recognition accuracy and 
efficiency of the robot to detect mushroom damage either caused by microbial or mechanical origin. They 
used SIFT algorithm for feature extraction of mushroom images. The sample datasets are classified as 
class 1 of unhealthy mushrooms and class 2 of healthy mushrooms. The SVM with kernel functions 
namely, RBF, Polynomial, Sigmoid and Linear are evaluated each having accuracies of 92.6%, 91.33%, 
88.66% and 86% respectively [11]. 
 

Although lots of researches that have been carried out to classify mushroom dataset using different 
classification algorithms, this research focuses on using Random Forest and REP Tree to classify 
mushroom dataset to predict whether the mushroom is edible or poisonous. In particular, this research 
focuses on comparing the performance of these two classification algorithms using different performance measures. 
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3. Methodology 
 

The mushroom dataset from Kaggle (https://www.kaggle.com/uciml/mushroom-classification) was used 
to train and test Random Forest and REP Tree classifiers with 10-fold cross validation using Python 3.10 
and IDLE editor. These two algorithms were compared using accuracy, precision, recall, and F-measure. 
The 10-fold cross-validation is a resampling technique that uses 10 splits of a given data sample. Training 
and testing is performed 10 times with ith split is reserved as the test set in iteration i and remaining splits 
are used to train the model. 

Figure 1 Methodology 
 

3.1. Dataset Used 
 

The data set used in this research is collected from Kaggle (https://www.kaggle.com/uciml/mushroom-
classification) [14]. The dataset was originally contributed to the UCI Machine Learning on 27 April 
1987. This dataset contains descriptions of hypothetical samples corresponding to 23 species of gilled 
mushrooms in the Agaricus and Lepiota Family Mushroom drawn from The Audubon Society Field 
Guide to North American Mushrooms (1981). The species in the dataset are either definitely edible, 
definitely poisonous, or unknown edibility. The unknown edibility is not also recommended and is 
combined with poisonous one. The dataset consists of 22 different attributes such as cap-shape, cap-
surface, cap-color, etc. with different nominal values and a class with labels p for poisonous and e for 
edible values. There are 8124 total instances with some missing values represented with question mark 
(?). The dataset has 3916 instances of poisonous mushrooms and 4208 instances of edible mushrooms. 
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3.2. Algorithms Used 
 

This research has been conducted using two different tree-based classification algorithms as mentioned 
before. 
 

3.2.1. Random Forest 
 
 

Random Forest is an ensemble learning method that combines the output of multiple decision trees to 
reach a single result. This method is mainly used for classification. Ensemble classification is based on 
multiple classifiers and is more accurate than the individual classifiers. Random forest uses majority 
voting scheme to determine the class label for unlabeled instances. In majority voting, the class that 
receives the greatest number of votes is considered as the final decision of the ensemble after each 
classifier predict the class label of the instance being considered. As a base classifier, a random forest 
builds a collection of decision trees with controlled variation. Each decision tree in the ensemble is built 
via bagging, which involves replacing a sample with data from the training set. Each base classifier votes 
once for its projected class label, and the most popular class label is chosen to categorize the instance 
[2],[6],[10]. 
 

3.2.2. REP Tree  
 

Reduces Error Pruning (REP) Tree is a fast decision tree learning classification technique based on the 
notion of computing information gain with entropy while minimizing variance-related error. This 
algorithm was first recommended in [13]. This algorithm applies regression tree logic and generates 
multiple trees in altered iterations and then picks best one from all spawned trees. This methodology uses 
information gain/variance to build a regression/decision tree, which is then pruned using the reduced-error 
pruning with back-fitting method. This approach arranges the values of numeric attributes once at the start 
of the model preparation process. This approach also deals with missing values by dividing the instances 
into pieces [8],[13],[18]. 
 
3.3. Model Evaluation 

 

Various evaluation matrices can be used to predict accuracy of a classifier. The most commonly used 
matrices are accuracy, precession, recall, and F-measure [10]. The comparative analysis of two 
classification algorithms in this research for mushroom classification has been made by measuring the 
performance of each algorithm using these four matrices. 
 

The accuracy of a classifier on a given test set is the percentage of test set tuples that are correctly 
classified by the classifier.  
Accuracy =       

            
 
Where, True Positive (TP) is the number of observations with label yes that are correctly labeled by the 
algorithm. True Negative (TN) is the numbers of observations with label no, that are correctly labeled by 
algorithm. False Positive (FP) is the number of observations with label no that are incorrectly labeled as 
yes. False Negative (FN) is the number of observations with label yes that are mislabeled as no. 
 

Precision refers to the measure of exactness. That is, what percentage of tuples labeled as positive are 
actually such. 
Precision = 

FPTP
TP


 
 

Recall is a measure of completeness. That is, what percentage of positive tuples are labeled as such. 

Recall = 
FNTP

TP


 
 

The F-measure (also known as the F1 score or F-score) combines both measures precision and recall as 
the harmonic mean. 
F-measure =                                   
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4. Experiments and Results 
 

The two classification algorithms were executed on the mushroom dataset using 10-folds cross-validation 
for the classification of mushrooms based on their class labels. The table below shows confusion matrix 
of the classification report that has been obtained after testing Random Forest algorithm. 
 

Table 1 Confusion Matrix of Random Forest Algorithm 

Actual Class 

Predicted class 
  poisonous edible Total 
Poisonous 3916 0 3916 
Edible 0 4208 4208 
Total 3916  4208 8124 

 

The table below shows confusion matrix of the classification report that has been obtained after testing 
REPT Tree algorithm. 
 

Table 2 Confusion Matrix of REP Tree Algorithm 

Actual Class 

Predicted class 
 poisonous edible Total 
 Poisonous 3916 0 3916 
 Edible 2 4206 4208 
Total 3918 4206 8124 

 

Based on the classification reports shown in Table 1 and Table 2, the calculated summary performance 
result for the comparison of two algorithms applied on mushroom dataset is shown in the table below. 
The accuracy, precision, recall and F-measure value are shown is the average of precision, recall and F-
measure for both categories. 
 

Table 3 Performance result of two algorithms 
Algorithm Accuracy Precision Recall F-measure 
Random Forest 100% 100% 100% 100% 
REP Tree 99.98% 99.95% 100% 99.97% 

 

It is clearly seen that the accuracy, precision, recall, and F-measure values of Random Forest is 100% and 
that of REP Tree is 99.98%, 99.95%, 100%, and 99.97% respectively. 
 

 
Figure 3 Comparison Chart of Random Forest and REP Tree 
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This paper has presented comparative study of Random Forest and REP Tree classification algorithms for 
classifying mushroom dataset. The final result showed that Random Forest algorithm was superior and 
more accurate for mushroom dataset classification. This algorithm had higher accuracy, precision, recall 
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Random Forest algorithm has high potential to classify mushroom dataset correctly. This work can also 
be extended to compare other classification algorithms to classify mushroom as well as other datasets. 
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Abstract: The paper re-examines analytically the work of Yadav et al. ([43]) (referred to as Y hereafter) 
wherein they have examined the effect of vertical magnetic field with free-free, rigid-rigid and rigid-free 
boundaries on the onset of convection in an electrically conducting nanofluid layer heated from below. A 
number of sufficient conditions regarding the non-existence of oscillatory convection have been found.  
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1.  Introduction 

The thermal instability of a fluid layer heated from below has been extensively studied since the work of 
Bénard [9]. After the work of Choi and Eastman [17], a considerable amount of work on thermal instability of 
nanofluids has been witnessed ([1-8], [10-16], [18-24], [27-42], [45] and [47-48]). The problem of magneto-
convection (the thermal convection in a horizontal fluid layer in the presence of buoyancy force due to gravity 
and the Lorentz force due to magnetic field) becomes more important due to its applications in the study of 
earth's interior, atmospheric physics, oceanography and geophysics. Unfortunately, a very little work has been 
noticed on the stability of thermo-magneto convection in a nanofluid ([25-26], [43], [44], [46] and [49]).  
 

The effect of a constant vertical magnetic field on the onset of convection in a nanofluid layer for free-free, 
rigid-rigid and rigid-free boundaries has been studied by Y.  Their findings are based on the discussions for 
two cases, namely, 0M   and 0M   [ 2 2 (1 ) e rM rM L JP P ]. In this paper, we have re-examined their 
study analytically for oscillatory convection and a number of sufficient conditions for the non-existence of 
oscillatory convection have been established.  

 
2.  Physical Problem and its Analysis 
 

As we have re-examined the work of Y, therefore, in order to avoid the repetition, we have directly 
considered the final equations derived by Y. The real and imaginary parts of the characteristic equation for 
oscillatory convection are obtained as 
 

2 2 2 3 2 2 2[ ( ) { ( )}]      r r M r r M r a n e AJ J P P P P P J J Q a R a R L N   

2 3 2 2 2 2[ (1 ) { ( )}] 0e r r r M r r M r a nL J P P P QP J P J a P R R                                        (2.1) 

and 
2 3 3 2 2 2 2( ) (1 )e r r M r r M r r r M e r rM rJL P P P P J P P P J L P J P J P Q         

 2 2 2 2 2 2 { ( )} 0e r a e r a r rM r e r rM e A nJL P Q a R L P a R P P a P L P P L N R       .                            (2.2)                                                                                                            


